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Abstract— The deep understanding of the behaviors of traffic
participants is essential to guarantee the safety of automated
vehicles (AV) in mixed traffic with vulnerable road users (VRUs).
Precise trajectory prediction of traffic participants can provide
reasonable solution space for motion planning of AV. Early
works mainly focused on handcrafting the feature representation
and designing complicated architectures in deep learning-based
prediction models. However, these approaches overlooked the
fact that different road users perceive the safety of the same
interaction differently and also exhibit heterogeneous risk-taking
styles. In this paper, we will develop a model for trajectory
prediction based on risk-taking styles. The model accounts for
the expected positions and occupancy of traffic participants in the
surrounding environment. It consists of two sequential steps: risk-
taking styles of multi-modal road users under interactive scenes
are first clustered, and then reformulated in the heterogeneous
graph model for trajectory prediction. The model is validated
by the driving data collected on the urban road using a public
dataset. Comparative experiments demonstrate that the proposed
method can predict the trajectory of traffic participants much
more accurately than the state-of-the-art methods.

Index Terms— Vulnerable road users, risk-taking behaviors,
interactive behavior modeling, heterogeneous graph model, tra-
jectory prediction.

I. INTRODUCTION
A. Motivation

MODELING traffic participants’ behaviors in complex
urban scenarios is essential for decision-making and

motion planning of automated driving systems [1]. Such
models will enable automated vehicles (AVs) to predict future
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behaviors of traffic participants [2]. Accurately representing
interactions is essential for AV to achieve safe and socially
acceptable motion planning. However, due to the uncertainty
of traffic participants and the complex urban environment, this
precise representation of interactions still remains a challenge.
Several works focus on the issue and develop numerous
models.

Physics-based motion models, that represent vehicles as
dynamic entitie governed by the laws of physics, were first
applied to predict future motion based on constraints from
dynamic and kinematic models. For short-term prediction with
a time horizon of less than 0.5 seconds, it may be practical to
predict the trajectories of vehicles based on physical models.
However, pure physical models cannot deal with the uncer-
tainty of riders and pedestrians in the prediction longer than
1 second [3]. A few studies proposed the so-called “two-stage”
framework to recognize the intentions of traffic participants
first, and then predict the trajectory in each intention mode.
For example, on a freeway, intentions of the target vehicle are
defined as left lane-changing, right lane-changing and lane-
keeping [4]. However, these approaches cannot simultaneously
consider interactions between traffic participants and predict
future behaviors. Recent works try to address the above
issues by modeling interactions between participants with deep
neural networks, which are named “social-aware” methods [5],
[6]. However, most of these models apply a pooling mech-
anism or concatenation operations to directly fuse features
from interactive participants without interpretability. More-
over, these methods cannot model “high-level” interactions
(indirect influence), which are beyond adjacent entities and
cannot be explicitly modeled with relational reasoning.

Therefore, in this research, we take a step forward to model
the spatial and temporal influence between traffic participants.
It aims to represent spatial interactions with the graph struc-
ture, while the relationship in the temporal domain is described
by long short-term memory (LSTM). The work most closely
related to this research is Social Attention [6], which can
simultaneously model a number of pedestrians and accurately
predict future behaviors. Considering the heterogeneity in traf-
fic participants (riders, vehicles and pedestrians), each category
perceives the risk of the same interactive scenario differently
and reflects heterogeneous preferences. In this study, these
preferences are named risk-taking styles. Therefore, in this
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research, besides the behavior prediction in interactive sce-
narios, the risk-taking styles of different participants are also
analyzed. An interactive behavior model with risk-taking styles
is proposed for trajectory prediction. Four kinds of styles in
perceiving risk behaviors are first generated. Then, specific
risk-taking styles are re-formulated in the prediction module
to capture spatial-temporal interactions and predict trajectories
of heterogeneous traffic participants.

B. Related Works

The motivation of interaction-aware methods is to model the
influence among traffic participants. Reference [7] showed
a microscopic traffic interaction model of driving behaviors
inside the intersections. It optimized the interactive behaviors
in two-dimensional space by considering various constraints.
Based on game theory, [8] and [9] proposed to recognize
drivers’ intentions in lane-changing scenarios by formulating
the problem as a non-cooperative Stackelberg Game prob-
lem. References [10] and [11] developed game theory-based
lane-changing models in the connected environment. Refer-
ence [12] proposed a virtual-game-based interaction model
to recognize and comprehend sociality, encompassing both
implicit social norms and individualized social preferences
of human drivers. Based on [12], an active motion planner
was developed to improve the active interaction capabil-
ity of the automated vehicle [13]. Reference [14] applied
game theory in estimating the social gap in the discretionary
lane-changing game and offering solutions to reduce the
impact of disturbances caused by inappropriate lane changes.
The game theory-based interaction model was also widely
used in decision-making. A game-theoretic decision-making
method was shown in [15] to resolve the driving conflict and
improve the safety and efficiency of autonomous vehicles at
unsignalized intersections. The similar solution was applied in
helping automated vehicles with left-turn maneuvers at inter-
sections [16]. However, most of game theory-based methods
focused on the interactions between vehicles.

Based on an extension of LSTM, [5] firstly proposed
Social LSTM to model the interaction between pedestrians
as social behaviors. The “social” represents the impact for
one pedestrian from neighbors. With the development of
Generative Adversarial Networks (GAN), Social GAN was
developed by applying Social LSTM in the generator of
GAN [17], which outperformed the prior work in reducing the
predicted error. Some extended works were conducted based
on Social LSTM by taking context information and complex
constraints into consideration [18], [19]. In [18], static features
from the scene context were combined in the convolutional
encoding stream by the proposed multi-agent tensor fusion
(MATF) network. However, the degree of interactions was less
quantitatively modeled in previous works. Some researchers
propose to construct interactions of traffic participants as a
graph structure, which is described by nodes and edges. In [6],
a spatial-temporal graph neural network (ST-GNN) named
social attention was proposed by modeling graph nodes as
LSTMs, which obtained better performance in the trajectory
prediction compared to social LSTM. Keeping in mind that

heterogeneous participants exist in the urban road, TrafficPre-
dict developed a novel category layer to describe different
kinds of participants [20]. It obtains a better performance
compared to the model for homogeneous participants. In this
research, we address the issue of multi-agent interactions
by the heterogeneous ST-GNN with both spatial-temporal
attention mechanisms to capture the indirect interaction and
predict future behaviors.

Various methods mentioned above pay more attention to
the development of the architecture to improve the predicted
accuracy. Fewer studies focus on applying risk-taking styles
of surroundings in the interactive model. In order to guarantee
the safety of automated vehicles in interactive scenarios, some
studies proposed to assess the level of risk. It can be used in
the selection of strategies for vehicle planning and control.
Reference [21] proposed a utility-based approach for drivers’
cognitive behaviors in car-following scenarios. It analyzed and
models characteristics of safety proxy indices in risk-taking
scenarios. In [22], a probabilistic field approach for risk assess-
ment was proposed by artificial field theory in the modeling of
driving risk. The probabilistic method quantitatively describes
and analyzes the risk level in safety-critical scenarios. Besides
the artificial field theory-based method in [22], a lane-based
collision risk assessment algorithm was developed in [23].
It incorporated model probability distribution of lanes and
time-to-collision to evaluate the risk of collision. Experimental
results show compelling risk predictions on the highway.
It provides the ego vehicle with sufficient time to react to
potential collisions. However, the performance of risk evalu-
ation depends on the accuracy of trajectory prediction, which
is difficult to be guaranteed in complex scenarios [24].

Considering the uncertainty in prediction-based risk evalua-
tions, some studies proposed to label risk scenarios manually.
Labeled results can be used to train machine learning models
for an in-vehicle warning system. In [25], a database for
abnormal driving detection was released to detect, localize,
and recognize anomalous events from egocentric videos. The
manual labeling process in public datasets is time-consuming
and relies on subjective judgment. Different characteristics
of participants who label the collected data will influence
the supervised model. Another issue of this approach is that
collected data cannot cover all abnormal events, which are
rarely happening and recorded. Some researchers propose to
build a rule-based framework to divide risk scenarios into
different levels [26]. In the car-following scenario, the rule
can be constructed based on the acceleration of the leader and
the follower. For example, the leading vehicle decelerates and
the following vehicle accelerates. Risk levels can be divided
according to different pairs of deceleration and acceleration.
Although the rule-based method can cover corner cases by
the pre-defined rule set, the rationality of rules and the switch
between strategies will influence the performance of vehicle
planning and control.

To solve problems in prediction-based and rule-based
approaches, unsupervised methods are applied by investigating
the distribution of features in driving data [23], [27]. The
risk-taking style can be effectively learned and mined by
analyzing the characteristics of distributions. In other words,
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it can cope with the shortcoming of pre-defined rules. In [28]
and [29], an integrated framework is proposed to cluster the
sequential driving data into several continuous segments by
an unsupervised method (sticky hierarchical Dirichlet process).
It can be applied to label risk lane-changing behaviors from the
naturalistic driving dataset automatically. Besides the devel-
opment in detecting risk driver behaviors, the unsupervised
method is also applied in the cluster of braking behaviors.
In [30], Gaussian mixture model (GMM) is developed to
cluster the braking pressure into three categories according to
the difference in distributions. It provides a detailed analysis
of drivers’ braking intensity, which can recognize the level
of emergency or risk in braking scenarios. This research
considers risk-taking styles in the heterogeneous ST-GNN,
which is developed to model interactive behaviors.

C. Contributions

As mentioned, interactive behavior prediction and real-time
risk assessment have been widely studied. However, very
few studies focus on different risk-taking styles in modeling
interactive behaviors. In this paper, we develop a risk-taking
style-oriented method to model interactive behaviors. Specif-
ically, A risk-taking style-oriented interactive behavior model
is proposed for trajectory prediction in urban scenarios. It is
developed based on the unsupervised risk-taking style gener-
ation (RSG) and the heterogeneous graph model (HGM). It is
a hybrid learning structure, which can sequentially generate
the risk-taking style and predict the trajectory. Meanwhile,
the proposed model combines intention-based and interaction-
aware methods by sequential steps, which obtains advantages
from both sides. It firstly clusters and generates the risk-taking
style by unsupervised methods and secondly predicts the tra-
jectory by ST-GNN. Compared to our previous works that only
focus on the architecture design of the prediction model [31],
[32], the proposed model also provides the analysis of the
risk-taking style between the ego vehicle and surroundings.
The analysis result benefits the risk level identification and the
generated risk-taking style can be formulated into ST-GNN to
improve the performance of trajectory prediction.

D. Outlines

The remainder of this paper is organized as follows. We first
formulate the problem of sequential steps in Section II.
Then we describe the unsupervised clustering method for risk
behavior analysis in Section III. Section IV then presents
the heterogeneous graph neural network in the trajectory
prediction. Section V and Section VI present the experimental
results for unsupervised risk behaviors analysis and supervised
trajectory prediction, respectively. Finally, Section VII presents
the conclusion and future work.

II. PROBLEM FORMULATION AND PRELIMINARIES

The overall illustration of the proposed method is shown in
Fig.1, which consists of two modules: unsupervised risk-taking
style generation (RSG) and supervised heterogeneous graph
model (HGM) for trajectory prediction. In the RSG module,
data collected in urban scenarios are processed for feature

extraction, which includes relative positions, relative veloc-
ity and time to collision (TTC). Considering that humans
perceive the same interactive scenario with heterogeneous traf-
fic participants differently, the risk-taking style between ego
vehicle and surrounding participants need to be appropriately
described and accurately modeled. Existing methods use either
prediction-based models or manual labeling to evaluate the risk
level [22], [25]. These methods are limited by the influence
of prediction accuracy and their poor generalization ability.
According to [27] and [29], unsupervised learning approaches
are successful in modeling the spatial-temporal risk level
and patterns for the vehicle-pedestrian interaction. Therefore,
the unsupervised method is chosen due to its advantages in
investigating the distribution of driving data.

For interactive behavior modeling, the GNN is good at
describing the degree of interactions between heterogeneous
traffic participants compared to convolutional-based meth-
ods [20], [33]. In the HGM, the graph structure is constructed
to describe the spatial interaction and the interaction in the
temporal domain is modeled by LSTM. With features and
specific risk-taking styles from the upper module, the HGM
is trained to generate future trajectories of surrounding traffic
participants. Finally, the performance of trajectory prediction
is evaluated and discussed for comparative study.

1) Unsupervised RSG: In the module of unsupervised RSG,
given the historical states input Stc−M+1:tc

i of i th traffic par-
ticipant, the formulation of RSG can be represented by the
following equation:

rci ← fRSG(θ∗c ;S
tc−M+1:tc
i ) (1)

where ci ∈ {vehicle, pedestrain, rider} is the category of
i th traffic participant and rci ∈ {1, 2, . . . , Kc} is one of Kc
risk-taking styles of i th traffic participant. θ∗i is the optimal
parameters of clustering algorithm after the training process.
M is the length of historical features and tc is the current
timestep. The unsupervised RSG module fRSG represents the
clustering method, which are detailed in section III. Observed
features are used to generate clustering results by approximat-
ing parameters θ∗, which are sent to the supervised HGM as
risk-taking styles for trajectory prediction. Selected features
Stc−M+1:tc

i of i th participant can be observed and calculated
by the onboard sensors. In this research, three features are
selected as inputs of clustering methods [27], [29]: relative
position, relative velocity and time to collision (TTC), which
are detailed in section IV.

2) Supervised HGM: The general formulation of supervised
HGM for Np participants can be described as the following:

1ptc+1:tc+N
← fHGM(W∗;1ptc−M+1:tc , c, r) (2)

where 1ptc+1:tc+N
= {1ptc+1:tc+N

i | i = 1, 2, 3, . . . , Np}

and 1ptc−M+1:tc = {1ptc−M+1:tc
i | i = 1, 2, 3, . . . , Np}

are historical and predicted trajectories for all Np traffic
participants. c = {ci | i = 1, 2, 3, . . . , Np} is the type of
traffic participant. r = {rci | i = 1, 2, 3, . . . , Np} is the
risk taking style in category ci , which is the time-invariant
feature by assuming the style is consistent in a short period.
The target of HGM is to accurately predict future trajectory
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Fig. 1. The overall illustration of the proposed method.

1ptc+1:tc+N based the historical trajectory 1ptc−M+1:tc and
trained weights W∗ in the GNN. In this research, traffic
participants in interactive scenarios are described and modeled
by the graph structure, which is the basic unit of GNN.

According to the definition in [20], all traffic participants
are modeled as instance nodes, and the participants with the
same type are modeled as category nodes to represent the
difference of heterogeneous participants. The heterogeneous
graph structure G with instance and category layers can be
defined as:

G = (Ainstance, Acategory, ESpatial, ETemporal) (3)

where Ainstance and Acategory are instance and category nodes,
and ESpatial and ETemporal are spatial and temporal edges:
• At each timestep t , for i th traffic participant, the feature

ft
i of the instance node Ainstance is described as

ft
i = (1x t

i , 1yt
i , rci , ci ) (4)

where (1x t
i , 1yt

i ) is the relative position to the ego
vehicle. rci is the risk-taking style from the unsupervised
RSG module. ci ∈ {vehicle, pedestrain, rider} is the
category of i th traffic participant.

• The category node Acategory is built to model the similarity
of traffic participants with the same type.

• In the constructed spatial-temporal graph, interactions
between participants are modeled by spatial edges ESpatial
and temporal edges ETemporal. Specifically, at each
timestep t , the influence from At

j to At
i is described as

E t
i j,Spatial = (At

i , At
j ), which can be calculated by the

spatial edge attribute ft
i j = (1x t

i j , 1yt
i j , rci j , ci j ) with

1x t
i j = 1x t

i − 1x t
j and 1yt

i j = 1yt
i − 1yt

j . The
unique encoder is applied to represent rci j and ci j [20].
The formulation of temporal edges ETemporal is similar

to the edge in the spatial domain, which represents the
correlation of the same participant in adjacent frames. The
attribute of E t

i i,Temporal = (At
i , At+1

i ) can be calculated by
substituting At

j with At+1
i .

The above definitions focus on describing variables and
feature representations in the instance layer. Because traffic
participants in urban scenarios are heterogeneous, the category
layer is constructed to model similar movement patterns for
each type of traffic participant, which can be defined based
on variables in the instance layer. All instance nodes with the
same type are integrated and embedded to transfer information
from the instance to the category layer, which is realized by
the edge oriented from the instance node to the category node.
After the calculation in the category layer, category nodes send
the processed and valuable information from the category to
instance nodes. Details of instance and category layers are
introduced in Section IV.

III. UNSUPERVISED RISK-TAKING STYLE
GENERATION (RSG)

In this work, we assume that humans perceive the safety
of the same interactive scenario differently for heterogeneous
traffic participants. With the same kinematics (positions, veloc-
ities, accelerations etc.) in a scenario, different types of traffic
participants react differently to the ego vehicle. Therefore,
they need to be modeled separately. Moreover, among each
category of traffic participants, different risk levels need to be
distinguished based on relative distance, relative speed, TTC
and other factors. Because threshold-based methods are diffi-
cult to cope with the complexity of multi-dimensional features,
this work uses an unsupervised clustering-based method to
learn the risk level of each category of traffic participants from
the data. The clustering process can present explainable results
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Fig. 2. The overall illustration of unsupervised risk-taking style generation.

for the risk assessment, which includes the rank of risk-taking
styles and the performance of the cluster. In this section,
the detailed formulation of unsupervised RSG is presented in
three parts: feature extraction, K-PCA clustering process and
evaluation metrics. The relationship is shown in Fig.2.

A. Feature Extraction

In this step, three features are selected and extracted for
RSG [27], [29], which are detailed as follows:

1) Relative Position: The relative position 1pt
i of sur-

rounding traffic participants is defined as the relative distance
between i th participant and the ego vehicle in longitudinal and
lateral directions.

1pt
i = (1x t

i , 1yt
i ) (5)

2) Relative Velocity: The relative velocity can represent
the tendency of relative movement, which can be applied to
describe the risk in interactive scenarios by combining it with
relative positions. For example, the scenario with a higher
relative velocity and a lower relative distance can be empir-
ically understood as a dangerous condition. In this research,
we assume that the velocity for the ego vehicle and surround-
ing participants is stable and the acceleration is zero in a short
time. The relative velocity 1vt

i = (1vt
x,i , 1vt

y,i ) of t th traffic
participant at timestamp t can be calculated as follows:

1vt
x,i = (1x t

i −1x t−1
i )/1t (6)

1vt
y,i = (1yt

i −1yt−1
i )/1t (7)

3) Time to Collision (TTC): According to [29], [34], and
[27], the value of TTC can be used to describe the risk

Fig. 3. The schematic diagram of TTC.

potential field and rear-end collisions, which is formulated as:

TTCt
i =

√
1x2

i +1y2
i

1vt
p,i

(8)

where TTCt
i is the value of TTC for i th surrounding partici-

pants at time t . 1vt
p,i = 1vt

i · 1pt
i/∥1pt

i∥2 is the projection
of 1vt

i in the direction of 1pt
i .When TTCt

i is negative, the
surrounding traffic participant is moving away from the ego
vehicle and TTCt

i will be set as 10 in statistical analysis. The
schematic diagram of TTC is shown in Fig.3. In summary, for
i participants, inputs Stc−M+1:tc

i of unsupervised RSG are

Stc−M+1:tc
i = {stc−M+1

i , . . . , stc
i } (9)

where st
i is the feature vector of i th traffic participant at each

timestep t ,

st
i = [1x t

i , 1yt
i , 1vt

x,i , 1vt
y,i , TTCt

i ] (10)

At each timestep t , given the st
i as input, the RSG module

generates the corresponding cluster results for each timestep,
which means the identified risk-taking styles at different
timestep may be inconsistent. The final risk-taking style for
surrounding participants sent to the module of trajectory
prediction is static and represented by the majority of risk
styles during this period.

rci = mode(r t
ci
) ∀t ∈ [tc − M + 1, tc] (11)

where mode(·) is the function that captures the value appear-
ing most often in a set. ci ∈ {vehicle, pedestrain, rider} is
the category of i th traffic participant and rci ∈ {1, 2, . . . , Kc}

is one of Kc risk-taking styles of i th traffic participant.
Similarly, rt

ci
∈ {1, 2, . . . , Kc} is one of Kc risk-taking styles

of i th traffic participant at timestep t . In this process, the final
risk-taking style rci is selected. It will maintain a stable and
static value of risk-taking styles. In the implementation, in a
short period, We found that in most cases risk-taking styles
are consistent and stable. By this way, the RSG module can
provide a static value of risk-taking style in a short historical
period.
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B. Kernel Principal Component Analysis (KPCA)

The data process above is applied to extract useful features,
which are used to describe the styles of participants. The goal
of the unsupervised cluster is to divide participants into differ-
ent categories based on the similarity of extracted features. The
participants in the same cluster group indicate that they have
the same style in perceiving the safety of interactive scenarios.
The proposed framework for RSG is a general solution, which
provides a formal flow of clustering, analysis and evaluation.
This framework can be applied to all suitable methods. In order
to demonstrate the basic principle and process, KPCA is
selected and adopted in this research [27], [29], [35].

According to [36], the target of PCA is to realize the dimen-
sional reduction for samples with high dimensional features.
And the mean value of data with low-dimensional features is
scaled and converted to zero. If samples are more scattered in
a certain dimension, the data in this dimension is considered to
have a higher performance in explanation, which is applied to
achieve the purpose of retaining key features in representation
and eliminating redundant information. Kernel PCA (KPCA)
is developed based on PCA, which projects linearly insep-
arable data into a new high-dimensional space to make it
suitable for alignment and linear classification. Kernel PCA
can transform data st

i into a high-dimensional space through
nonlinear mapping φ, use PCA in the high-dimensional space
st

i to map it to another low-dimensional space φ̂(st
i ), and

finally divide samples by a linear classifier. Samples are
transformed by KPCA and sent to K-means cluster (KMC) for
clustering into K groups (denoted by C = {C1, C2, . . . , CK })
by minimizing the within-cluster sum of squares. KMC is
a general and efficient clustering method and its objective
function can be illustrated as:

arg min
K
6

k=1
6

φ̂(st
k,i )∈Ck

||φ̂(st
k,i )− µk ||

2 (12)

where µk is the centroid of the kth cluster.

C. Evaluation Metrics

A key parameter of unsupervised methods is K , which
influences the performance and rationality of clustering results.
In this research, three metrics are selected for evaluation:
Akaike Information Criterion (AIC) metric, Bayesian Infor-
mation Criterion (BIC) and silhouette value. AIC is developed
based on information theory. It is applied to measure the
performance of fitting results and evaluate the quality of
models by punishing the increase of model parameters. It will
avoid overfitting in the clustering process. The equation of
AIC is formulated as the following:

AI C =
K
6

k=1
6

st
k,i∈Ck

|st
k,i − µk |

2
+ 2(K · N ) (13)

where µk is the center of kth cluster and st
k,i is the i th

sample in the kth cluster. K and N are the number of clusters
and dimensions, respectively. Ck is the kth set of clustering
category. Our goal is to select the minimum value of AIC.
In general, when the complexity of the model increases
(K increases), the AIC becomes smaller. However, if K is

too large, the model is too complex to easily cause over-
fitting. AIC not only improves the fit of the model but also
introduces a penalty term to make the model parameters as few
as possible, which helps reduce the possibility of overfitting.
It can be seen that the AIC criterion effectively and reasonably
controls the dimension of parameters.

Obviously, the number of model parameters will grow with
the increase of training samples. To reflect the penalty of this
item, BIC is also applied for evaluation in the RSG. BIC is
partly based on the likelihood function and is closely related
to AIC. Similarly, the model with the lowest BIC is the best.
The penalty item for the increase of training samples in BIC is
greater than that in AIC. The formulation of BIC is as follows:

B I C =
K
6

k=1
6

st
k,i∈Ck

|st
k,i − µk |

2
+ ln(M) · (K · N ) (14)

where M is the total number of training samples. By setting
different values of clustering numbers K and comparing the
variation of AIC and BIC, we can find the appropriate and
explainable K .

In order to better analyze results with clear visualization,
the silhouette value is applied. This method can be used to
measure the distance of each point in the cluster relative to
the cluster center. It can visualize the distribution of samples
in each cluster. For sample i in clustering category I , the
formulation of the silhouette value is written as follows:

a(i) =
1

|C I | − 1
6

j∈C I ,i ̸= j
d(i, j) (15)

b(i) = min
J ̸=I

1
|CJ |

6
j∈CJ

d(i, j) (16)

SV (i) =
b(i)− a(i)

max{a(i), b(i)}
(17)

where a(i) is the measure of the distance between a certain
sample i and other samples in the category I . |C I/J | is the
number of samples in category I or J . b(i) is a measure of the
smallest distance from a certain sample i to other categories
{J |J ̸= I, J ∈ {1 : K }}, and d(i, j) is the Euclidean distance
between samples i and j . SV is the normalized silhouette
value distance, and all output results are between −1 and +1.
According to the results, the larger the value of silhouette
value, the better the performance of clustering.

IV. RISK-TAKING STYLE-ORIENTED GRAPH
NEURAL NETWORK

In the previous section, the modeling process of unsuper-
vised RSG is formulated, which is applied to generate levels
of risk-taking styles. In this section, the heterogeneous graph
is re-formulated as a risk-taking style-oriented GNN to predict
future trajectories of traffic participants in interactive scenar-
ios. The overall illustration of GNN is shown in Fig.4, which
consists of four modules: graph structure in the spatial space
with risk-taking styles, graph structure in the temporal space
with the relationship in time series, the instance and categories
for heterogeneous traffic participants, and the training and
evaluation for trajectory prediction. Details of the instance
layer, the category layer and the loss function are introduced
in following parts.
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Fig. 4. The relationship and information passing between variables in GNN.

A. Instance Layer

The goal of the instance layer is to capture attributes of
instance nodes in the GNN, which represent characteristics of
traffic participants. In the ST-GNN, LSTM can describe the
relationship and influence of samples in time series, which is
applied to model the interaction of the same participants. The
nodes, spatial edges and temporal edges are all modeled by
LSTMs in the temporal domain. We assume that participants
with the same type have similar motion patterns. Therefore,
three types of instance node LSTM (vehicles, riders and
pedestrians) are built and trained in the ST-GNN. In each
category, instance nodes with the same type share the uniform
parameters of LSTM. Besides modeling instance nodes by
LSTMs, the spatial and temporal edges in the graph structure
are also required to be formulated in the temporal space, which
is similar to the instance node LSTM. All spatial edges share
the same parameters and all temporal edges are divided into
three classes according to the type of participants. Definitions

TABLE I
MAIN SYMBOLS OF INSTANCE AND CATEGORY

LAYERS IN THE HETEROGENEOUS GNN

of primary variables in the instance and category layers are
detailed in Table I.

At each timestep t , features ft
i j of the directional spatial

edge E t
i j,Spatial = (At

i , At
j ) is embedded into a fix vector zt

i j ,

zt
i j = �(ft

i j ;W
e
spa) (18)

where We
spa are weights of the embedding function �(·, ·).

The feature vector zt
i j is fed into spatial edge LSTM L i j to

generate hidden states ht
i j , which is formulated as follow:

ht
i j = L ST M(ht−1

i j , zt
i j ;W

L
spa) (19)

where WL
spa are weights of spatial edge LSTM L i j . Similarly,

according to the definition of spatial edges, the LSTM L i i of
temporal edges E t

i i,Temporal = (At
i , At+1

i ) can be modeled in
the same way and the hidden state ht

i i is applied to describe
the relationship in time series.

In complicated and dynamic urban scenarios, for a specific
traffic participant, surrounding vehicles have different influ-
ences on their behaviors, which is reflected in the difference
of weights in spatial and temporal edges. According to [6],
the soft attention mechanism is applied to generate weights w

for edges between instance nodes.

w(ht
i j ) = softmax(

k
√

de
Dot (Wi i ht

i i , Wi j ht
i j )) (20)

where Wi i and Wi j represent embedding weights from tem-
poral and spatial perspectives, respectively. The scaling factor
is given by k/

√
de and Dot (·, ·) donates the dot product.

From the view of spatial interactions, the influence of different
instance nodes can be calculated by the weighted sum of ht

i j :

zt
i = �(ft

i ;W
node
instance) (21)

at
i = �(concat (ht

i i , Ht
i );W

edge
instance) (22)

h1t
i = L ST M(h2t−1

i , concat (zt
i , at

i );W
L
instance) (23)

where h1t
i and h2t−1

i are first and final hidden states in L i ,
respectively. The sum of ht

i j is given by Ht
i , which represents
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the effect of spatial interactions. Hidden states of spatial
interactions Ht

i and temporal interactions ht
i i are concatenated

and embedded into a fixed vector at
i , which is concatenated

with instance node feature and sent to the instance LSTM L i .
In (21)-(23), Wnode

instance and Wedge
instance are embedding weights,

and WL
instance is the weight of i th instance node LSTM cell.

B. Category Layer

Traffic participants with the same categories have similar
dynamic properties (velocity, acceleration, etc.) and reaction
time to other participants. To efficiently learn movement pat-
terns from the same category of instances, we can better model
and understand the interactive behaviors of heterogeneous
participants. Therefore, the category layer is applied in the
HGM. Similar to the structure of the instance layer, three super
nodes (rider, pedestrian and vehicle) are defined in the category
layer. Meanwhile, according to the architecture design in [20],
three super nodes LSTMs are built to model the temporal
interaction for rider, pedestrian and vehicle, respectively. The
whole category layer consists of four parts: super nodes,
temporal edges, edges from instance nodes to the super node
and edges from the super node to instance nodes.

In the category layer, the feature Ft
u can be seen as the

averaging of the movement feature dt
m of instance nodes,

which can be formulated as follow:

Ft
u =

1
n
6n

m=1dt
m (24)

where dt
m is the movement feature for mth instance node

in the uth category. For example, the feature Fpedestrian of
the pedestrian category node is the sum of features of the
pedestrian instance node. At each timestep t , dt

m can be
calculated by hidden states h1t

i and cell states ct
i of instance

nodes:

dt
m = h1t

i ⊗ softmax(ct
i ) (25)

The equations above indicate that the calculation process
of super node features considers the information (h1t

i and ct
i )

transferred from instance node in the corresponding category,
which is represented by directional edges from instance nodes
to the super node. Meanwhile, similar to edges in the instance
layer, the temporal edge Ft

uu = Ft
u−Ft−1

u between super nodes
is combined with the hidden state ht

uu :

zt
uu = �(Ft

uu;W
e
st) (26)

ht
uu = L ST M(ht−1

uu , zt
uu;W

L
st) (27)

where We
st and WL

st are weights of embedding layer and
temporal LSTM cells, respectively. Features of instance group
Ft

u and ht
uu are combined with features from hidden states ht

u
in the category layer to model the super node LSTM:

zt
u = �(Ft

u;W
node
u ) (28)

ht
u = L ST M(ht−1

u , concat (zt
u, ht

uu);WL
u ) (29)

where We
u and WL

u are embedding weights and super node
LSTM cells, respectively. Finally, the hidden state ht

u is

concatenated with h1t
m and sent back to the instance node

to generate the final output h2t
m of mth instance node:

h2t
m = �(concat (h1t

m, ht
u);We

m) (30)

where We
i2 are weights in the embedding function.

C. Dynamically-Feasible Trajectory Generation

In the training process, if the driving dataset can provide the
position in a fixed coordinate system (e.g., Waymo dataset.),
the dynamic characteristic of participants can be considered
in the neural network model. In this setting, we do not
need to generate the relative coordinates of the predicted
participant relative to the ego car, but directly obtain the
position in the fixed coordinate system. Specifically, in the
problem formulation of this part, x and y are fixed coordinates,
whose origin does not change with the movement of the ego
vehicle. To capture the dynamical constraints of heterogeneous
traffic participants, the physical model is injected into the
data-driven neural network. Specifically, at timestep t , each
LSTM module generates the parameters of bivariate Gaussian
distribution (µt

u, σ t
u, ρt

u) corresponding to the control action
ut (e.g. yaw rate and longitudinal acceleration), where µt

u,
σ t

u and ρt
u are mean value, standard deviation, and correlation

coefficient at timestep t , respectively.
For pedestrians, the single integrator is applied with control

action ut
= ṗt , where p is the position vector [x, y]T and u is

the velocity vector ṗ = [ẋ, ẏ]T . The position µt+1
p at t + 1 is

calculated based on the µt
p and µt

u:

µt+1
p = µt

p + µt
u1t (31)

The propagation of uncertainty from control action to state
is detailed in Appendix A. For vehicles and riders, the
dynamically-extended unicycle model is adopted to capture
the dynamical constraints. Usually, the unicycle model takes
velocity v and yaw rate ω as inputs. However, consider-
ing that the vehicle is controlled by the throttle pedal, the
dynamically-extended unicycle model is applied using the
longitudinal acceleration a and yaw rate ω. The nonlinear
continuous-time dynamics can be expressed as:

ẋ
ẏ
φ̇

v̇

 =


v cos(φ)

v sin(φ)

ω

a

 (32)

where φ is the yaw angle. The uncertainty of the
dynamically-extended unicycle model can be approximated by
linearizing the dynamics. The detailed derivation is presented
in Appendix B.

D. Loss Function

In the training process of interactive behavior prediction,
at each timestep t , predicted results of future trajectories are
assumed to conform to the bivariate Gaussian distribution and
can be described as

(1x t
i , 1yt

i ) ∼ [µ
t
i , σ

t
i , ρt

i ] (33)
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where µt
i = (µx , µy)

t
i is the mean value, σ t

i = (σx , σy)
t
i is

the standard deviation and ρt
i is the correlation coefficient.

Similarly, the trajectories considering dynamical constraints
can be expressed as:

(x t
i , yt

i ) ∼ [µ
t
u,i , σ

t
u,i , ρ

t
u,i ] (34)

where u, σ and ρ are the mean value, standard deviation,
and correlation coefficient of control actions, respectively. The
hidden layer of the instance node LSTM is applied to generate
the parameters above by the linear function�(·, ·):

[µt
i , σ

t
i , ρt

i ] = �(ht−1
i2 , W f ) (35)

[µt
u,i , σ

t
u,i , ρ

t
u,i ] = �(ht−1

i2 , W f ) (36)

Similar to [31], the final form of the loss function in the
training process is described by the negative log Likelihood:

L(WGNN) = −6
Tpred
t=Tobs+1log(P(1x t

i , 1yt
i

∣∣µt
i , σ t

i , ρt
i )) (37)

where WGNN = (Wspa, Wtem, Wins, Wst, Wsup, Wm, Wf) are
weighted parameters. The objective of the training process
is to minimize the loss function (37) by back-propagating
the predicted error through parameters WGNN in instance and
category layers.

V. EXPERIMENTS FOR UNSUPERVISED RISK-TAKING
STYLE GENERATION

In Section III and Section IV, the formulation of unsuper-
vised RSG and supervised HGM are detailed, respectively,
which are two sequential steps in the proposed method. In this
section, experiments for the first step are presented for riders,
pedestrians, and vehicles. The dataset used in this research is
first introduced. Then, the results for the unsupervised cluster
method are presented. Finally, the analysis for model selection
is detailed.

A. Dataset and Experimental Settings

1) Dataset: This research focuses on interactive behavior
modeling in urban scenarios. The dataset for training and
verification needs to cover complex influence and interaction
between heterogeneous participants. Meanwhile, well-labeled
positions and classes for traffic participants are required
in the training process of the proposed risk-taking style-
oriented GNN. Therefore, the datasets from the highway
scenario (HighD and NGSIM) cannot meeting the require-
ment [37], [38]. In this study, we used two datasets in
experiments, namely, the BLVD and Waymo Open Motion
Dataset (WOMD). The BLVD dataset was collected from
urban roads in China, while the WOMD was gathered from
multiple locations across the United States, including San
Francisco, Mountain View, Los Angeles, Detroit, Seattle, and
Phoenix. The details of the two datasets are shown as follows.
• BLVD dataset is first released in [39], which is mainly

used to model interactions between heterogeneous traf-
fic participants in urban scenarios. Different kinds of
specific interactive events between ego-vehicle and sur-
rounding participants are semantically labeled, which are
detailed in [39]. Different from other public datasets,

BLVD provides a dynamic 5D semantic benchmark
(3D+temporal+interactive), including 654 calibrated
video clips for three kinds of participants: vehicles, pedes-
trians and riders (cyclists and motorbikes). Four types
of scene conditions are collected in BLVD: daytime &
low densities, nighttime & low densities, daytime & high
densities, and nighttime & high densities. Moreover, 13,
8 and 7 interactive events between the ego vehicle and
traffic participants are labeled in BLVD for vehicles,
pedestrians and riders, respectively. The diversity and
coverage of the BLVD dataset make it more suitable
for interactive behavior modeling in this research. Some
trajectories are too short and unsuitable for training the
prediction model. Therefore, 187, 1,039 and 2,222 tracks
are finally selected for pedestrians, riders and vehicles,
respectively.

• WOMD is a large-scale naturalistic driving dataset
encompassing 103,354 unique driving scenarios, each of
which spans a duration of 20 seconds. A data selec-
tion strategy is conducted inspired by [40], where we
randomly selected 20% of the entire dataset (20,600
scenarios) for model training. Considering that the driving
scenarios are randomly stored within the dataset, the
selected 20% scenarios maintain a similar distribution to
the original dataset. A sliding time window of 7 seconds
is set to segment each 20 seconds scenario into input
and output features for training. Within this window, the
initial 2 seconds were utilized as model input, while
the remaining 5 seconds served as model output. The
time window was shifted to 1 second intervals. Finally,
80% of processed samples were used for training and the
remaining 20% for testing.

2) Experimental Settings for Unsupervised Clustering:
In order to obtain risk-taking styles based on unsupervised
clustering methods, the first step is to select an appropriate
value of clustering numbers. In the experiment, a set of cluster
numbers K = {1, 2, 3, 4, 5, 6, 7} are applied to evaluate the
combined influence of AIC, BIC and silhouette value. In the
KPCA, the number of components in the high dimensional
space is 20. The selected kernel is a radial basis function
(RBF) with a variance of 0.7.

B. Experimental Results and Analysis

Fig. 5(a), Fig. 5(d) and Fig. 5(g) present the variation of AIC
and BIC with different cluster number K for pedestrians, riders
and vehicles, respectively. With the increase of cluster number
K , the value of AIC and BIC for KPCA shows a downward
trend, which indicates that as the value of K increases,
the ability of the unsupervised clustering model to explain
the clustering process of data samples gradually increases.
According to [27], the selection of clustering number K needs
to trade off actual meanings, cluster metrics and downstream
task performance. In the initial experiments, cluster numbers 2,
3, 4, and 5 were chosen for the integration with the trajectory
prediction task. The ADEs for each choice are 0.17m, 0.13m,
0.093m and 0.10m. The results of K = 3 and K = 4 are
close. Then, K = 4 also encapsulates the physical meanings
of risk-taking styles. Therefore, Taking the above factors into
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Fig. 5. Clustering results of pedestrians, riders and vehicles in BLVD dataset.

consideration, K = 4 is finally selected as the clustering
number.

Fig. 5(c), Fig. 5(f) and Fig. 5(i) shows the silhouette value of
KPCA with K = 4. In these figures, the vertical axis represents
four clustering categories, and the horizontal axis represents
the normalized silhouette value. In each category, the closer
the silhouette value of all data points is to 1, the better the
clustering effect.

For pedestrians, as the number of clusters increases
from 1 to 7, the AIC of KPCA decreases from 921 to 271,
and the BIC decreases from 946 to 447. According to [27],
Coordinately taking the interpretability and the variation of
AIC and BIC into consideration, K = 4 is finally chosen
as the number of clusters. With K = 4, scatter plots of
pedestrian samples in the dimension of x , y, and T T C are
shown in Fig. 5(b). Meanwhile, Table II specifically shows
the corresponding average values of several features in each

category. Besides the relative position and relative velocity,

the average Euclidean distance D = 1
Nc

Nc
6

n=1

√
1x2

n +1y2
n and

average relative velocity V el == 1
Nc

Nc
6

n=1

√
1V el2

x,n +1V el2
y,n

are also calculated for analysis, where Nc is the number of
samples in the corresponding cluster. It should be noted that
the calculation of the average relative speed takes into account
the influence of the speed direction. First, the synthesized
relative velocity vector is calculated, and then the module of
the vector is calculated to represent the value of the relative
velocity. Therefore, the final average relative velocity may
have negative values. When the average relative speed is nega-
tive, it means that there is a tendency for the ego vehicle to be
relatively close to the surrounding traffic participants. On the
contrary, it means that there is a tendency for the ego vehicle
to move away from surrounding traffic participants. As shown
in Table II, overall, the four risk-taking styles are associated
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TABLE II
COMPARATIVE RESULTS OF MEAN VALUES FOR CLUSTERS IN BLVD DATASET

with average relative distance and average relative speed.
Specifically, smaller average distances and larger approaching
speeds increase risk. Larger relative distances between ego and
surrounding vehicles and smaller approaching speeds reduce
risk. This is consistent with driver intuition. Combining the
scatter Fig.5(b) and pedestrian part in Table II, four risk-taking
styles corresponding to pedestrians are determined: high risk
(red), middle risk (green), low risk (purple) and no risk
(yellow). According to the silhouette value in Fig. 5(c), most
of the samples for KPCA concentrates between 0 and 1, which
shows that with K = 4, the clustering performance of KPCA
is acceptable.

Fig.5(d) presents the variation of AIC and BIC for riders
in the clustering process. The AIC value of KPCA decreases
from 437 to 146 with the increase of clustering number
K while the value of BIC reaches the lowest at K = 2.
Similar to the analysis of pedestrians, taking into account
the interpretability of risk-taking styles obtained by clustering,
K = 4 is finally selected as the parameter of RSG. Fig.5(f)
shows the result of SV. Most of the samples in KPCA concen-
trate between 0 and 1 which indicates that the unsupervised
risk level clustering of KPCA obtains a good performance at
K = 4.

The above analysis discusses the unsupervised RSG of
pedestrians and riders, who usually take potentially high risks
due to the lack of road constraints and substantial uncertainty
in the movement. In urban scenarios, although vehicles are
restricted by strong road boundaries and traffic rules, as the
most important traffic participants, vehicles also need to be
analyzed from the perspective of risk-taking styles, which are
shown in Fig.5(g-i). Similar to the trend of pedestrians, as the
number of clusters increases, the AIC of KPCA decreases
from 859 to 193. The change of BIC value presents a
trend of firstly decreasing and then slowly increasing, with
the lowest point at K = 4. Taking into consideration the
fact that the number of clusters cannot be too many, which
can not correspond to the actual meaning, and the AIC
and BIC should be as small as possible, the final selection
of K is 4.

After analyzing the risk-taking styles of heterogeneous
traffic participants in the BLVD dataset, we expanded our
study to the analysis of WOMD in our experiment. The
results are presented in Table III. Similar analysis methods

were employed on the WOMD as applied to the BLVD
dataset. For each type of traffic participant (pedestrians, riders,
and vehicles), risk-taking styles were categorized into four
types using unsupervised clustering. In experiments involving
trajectory prediction, style labels generated from the WOMD
will be integrated into the HGL based on the graph neural
network.

In this research, the goal of unsupervised RSG is to cluster
surrounding traffic participants into different levels. The pro-
posed method in this research is a generic framework, which
is adaptable to all similar unsupervised clustering methods.
Based on the analysis in this section, K = 4 in KPCA
is selected to be formulated in the GNN to construct the
risk-taking style-oriented GNN. Detailed results of risk-taking-
oriented GNN will be illustrated in the next section.

VI. EXPERIMENTS FOR TRAJECTORY PREDICTION

Based on the experimental analysis in Section V, the
risk-taking style for vehicles, riders and pedestrians are gen-
erated, respectively. In this section, the results of risk-taking
style-oriented trajectory prediction are presented and detailed.
Meanwhile, baseline methods and evaluation metrics are intro-
duced for comparative study with two datasets.

A. Baseline Methods

Four related methods are selected as baselines, which
include one general model (LSTM) and three social-aware
approaches:

1) LSTM: LSTM is a general and basic method to model
time series problems, which is applied for trajectory prediction
in [41].

2) Social LSTM: SL is firstly proposed in [5], which models
specific interactions between pedestrians by social pooling
layer and predicts the trajectory by LSTM.

3) Social Attention: SA proposes to model complicated spa-
tial interactions as a graph structure and features of traffic par-
ticipants are embedded as node attributes. LSTMs are applied
on nodes and edges to model temporal interactions [33].

4) TrafficPredict GNN: TrafficPredict GNN is developed
based on SA, which considers the influence of heterogeneous
traffic participants in the category layer [20]. The proposed
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TABLE III
COMPARATIVE RESULTS OF MEAN VALUES FOR CLUSTERS IN WOMD

risk-taking-oriented GNN is formulated based on TrafficPre-
dict GNN. Therefore, the difference between both methods
can reflect the positive effect of the proposed method.

5) Trajectron++: Trajectron++ is developed in [2], which
integrates the Conditional Variational Autoencoder (CVAE)
and social-aware multi-agent trajectory prediction. It encodes
agent interactions by the graph-based spatiotemporal neural
networks and incorporates heterogeneous data with Convolu-
tional Neural Network (CNN). However, the characteristic of
different kinds of traffic participants is not considered in this
work. In the interests of fairness in our comparative experi-
ments with the method proposed in this paper, the impact of
map information and the influence of the ego vehicle’s motion
planning on the interaction behavior of surrounding vehicles
are blocked. All the basic parameter settings refer to [2].

6) RSG+Trajectron++: To validate the positive effect and
the feasibility of the RSG module, Trajectron++ is combined
with RSG with the aggregation of the node feature tensor.

B. Experimental Settings and Evaluation Metrics

In this research, the GNN model is established based on
Pytorch1 platform for experiments. The PC configuration is
Intel Core i5-6300HQ at 2.3GHz, 8GB RAM and 960M GPU.
In the experiment, for all 3440 trajectories, we used cross-
validation to select 90% (3,096 samples) as the training set,
and the remaining 10% (344 samples) as the testing set. The
GNN parameters used in the experiment are as shown in
Table IV. In experiments with BLVD dataset, we found that
most of the sequences are less than 5 seconds, which need to
be divided as the input observation and ground truth in the
training process. According to [31] and [32], the length of
input observation is set as 10 frames (1.0s), 20 frames (2.0s)
and 30 frames (3.0s). And the length of the output prediction
is set as 5 frames (0.5s), 10 frames (1.0s), 15 frames (1.5s) and
20 frames (2.0s). In experiments with WOMD, the length of
input observation is 20 frames (2.0s) and the output prediction
is 50 frames (5.0s). To validate the performance of injecting
dynamical constraints into the overall framework, two kinds
of proposed methods are presented (Table VII). The first is the
same as the model applied in the BLVD dataset. The second
is dynamic+proposed, which integrates the physical model.

1https://pytorch.org/

TABLE IV
MAIN PARAMETERS IN EXPERIMENTS

The comparison between these two models can highlight the
influence of physical constraints.

According to [31] and [38], two metrics are selected to
evaluate the performance of trajectory prediction:

1) Average Distance Errors (ADE): ADE represents the
average Euclidean distance for the whole predicted trajectory,
which is formulated as:

ADE =
6

M
i=1 6

tobs+tpred
t=tobs+1

√
(1x t

i −
ˆ1x t

i )
2
+ (1yt

i − 1̂yt
i )

2

M ∗ tpred

(38)

2) Final Distance Errors (FDE):: FDE represents the
Euclidean distance for the final predicted position, which is
formulated as:

F DE =
6

M
i=1

√
(1x

tpred
i − 1̂x

tpred
i )

2
+ (1y

tpred
i − 1̂y

tpred
i )

2

M
(39)

where M is the total number of traffic participants.
(1̂x

tpred
i , 1̂y

tpred
i ) and (1x t

i , 1yt
i ) are predicted locations and

ground truth for i th traffic participant at time t , respectively.
The above calculation of ADE and FDE is formulated based
on (1x, 1y) in the relative coordinate system. It fits the
experiments in BLVD dataset. In the fixed coordinate system,
we need to substitute (1x, 1y) with (x, y), which suits the
WOMD.

C. Experimental Results and Analysis in BLVD Dataset

Fig. 6 shows the change of the loss function for trajectory
prediction as the number of epochs increases during the
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TABLE V
COMPARATIVE RESULTS FOR PREDICTION OF INTERACTIVE TRAJECTORIES IN BLVD DATASET(ADE/FDE)

Fig. 6. The variation of loss in the training process (20 epochs).

training process. Horizons of observations and prediction are
3.0s (30 frames) and 1.0s (10 frames), respectively. The loss of
all compared methods (except for Trajectron++) declines, and
the proposed method obtains the best performance and reaches
the lowest loss after 20 epochs. It indicates that risk-taking
style-oriented GNN can reduce errors in trajectory prediction
and improve the efficiency of the training process.

For the model training process in Fig 6, Table V shows the
comparative results of several methods with two evaluation
metrics: ADE and FDE. In Table V, the length of input and
output are both 20 frames (2s). Compared to LSTM, six
social-based methods have achieved better results (SL, SA,
TrafficPredict, Trajectron++, RSG+Trajectron++ and Pro-
posed). The ADE and FDE range of LSTM are 0.27m∼0.38m
and 0.39m∼0.56m, respectively. As a comparison, the range
of ADE and FDE for all social methods are 0.07m∼0.14m
and 0.11m∼0.25m, respectively. Comparing the results of
six social methods, SL obtains the largest error with 0.14m
and 0.217m in ADE and FDE, respectively. By taking the
attention mechanism into consideration, the performance of
SA is better than SL in ADE and FDE, which indicates that
weighted edges in the graph structure can benefit the modeling
process of interactive behaviors. Based on SA, TrafficPredict
formulates heterogeneous traffic participants and improves the
performance by precisely modeling the motion pattern for each
type of participant. The injection of RSG in Trajectron++
improves the performance (6.1% in ADE and 12.5% in FDE),
which indicates the positive effect in the interactive behavior
prediction. For the proposed risk-taking style-oriented GNN
in this research, focusing on the unsupervised RSG further

TABLE VI
COMPARATIVE RESULTS FOR COMPUTATION TIME IN BLVD DATASET

reduces the predicted error, which is the core contribution of
the proposed method.

In the integrated system of intelligent vehicles, the goal
of trajectory prediction is to provide accurate solution space
for motion planning. The high-precision prediction brought
about by high computational time consumption cannot pro-
vide real-time adequate solution space for motion planning.
Therefore, for the trajectory prediction of interactive traf-
fic participants in the complex dynamic environment, the
time consumption and prediction efficiency of the algorithm
are important factors in evaluating the performance of the
algorithm. Therefore, besides the comparison in the accu-
racy of trajectory prediction, this research also gives a
comparison of the time consumption. The evaluation metric
is the number of frames predicted per second (frames/per
second). For the proposed method, the time cost to gen-
erate risk-taking styles by clustering is included. Table VI
presents the result of computation time in prediction for all
five methods. The larger the value, the better performance
in computational efficiency in the real-time application. The
computation time of the proposed method is slightly lower
than that of other social-based methods, but it is within the
same order of magnitude. The reason for the increase in time
consumption is the integration of the unsupervised risk level
clustering model in the overall framework.

In Fig. 6, Table. V and Table. VI, the length of input
observation is 3.0s (30 frames) and the horizon of trajectory
prediction is 1.0s (10 frames). To further investigate the
performance of the proposed method with different observed
and predicted horizons, Fig. 7 presents results of comparison
with different methods. The length of input observation is set
as 10 frames (1.0s), 20 frames (2.0s) and 30 frames (3.0s). And
the length of the output prediction is set as 5 frames (0.5 s),
10 frames (1.0 s), 15 frames (1.5 s) and 20 frames (2.0s).
Results of 120 pairs input/output horizons indicate that the
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TABLE VII
COMPARATIVE RESULTS FOR PREDICTION OF INTERACTIVE TRAJECTORIES IN WOMD(ADE/FDE)

proposed risk-taking style-oriented GNN can obtain the best
performance in trajectory prediction. The conclusion for the
selected horizons above can be verified with results in Fig. 7.
Meanwhile, for all compared methods, when the horizon of
observation is fixed and the prediction horizon increase from
0.5s to 2.0s, the performance of ADE and FDE decreases.
It shows that the increase of output horizon will weaken the
ability of prediction. A longer prediction may not help the
motion planner of automated vehicles.

Fig. 8(a) shows the impact of data volume changes in BLVD
on the model performance. The length of the input and output
feature is 2 seconds. Experimental results indicate that when
the data volume is increased to 80%, the model’s performance
becomes stable. In experiments involving the BLVD model,
we used all available data for model training and validation.
Therefore, it is impossible to further investigate the impact of
larger data volumes on the model results.

To thoroughly evaluate the impact of different clustering
methods, the number of clusters, and feature selection on the
results, comparative analyses are conducted and presented in
Table. VIII. In these comparisons, besides the KPCA used in
this study, Spectral clustering (SC) is also employed. SC is a
versatile algorithm used in data mining for identifying patterns
in data. Unlike traditional clustering methods such as K-
means, SC does not make strong assumptions about the form
of the clusters. It is effective for data where the clusters
have irregular or complex shapes, or when the clusters are
intertwined. Table. VIII provides a comprehensive evaluation
of how various clustering algorithms and feature selection
influence the performance of downstream trajectory prediction.
It offers a deeper understanding of the efficacy of the chosen
algorithms in the framework. In Table. VIII, three kinds of
clustering number are selected for KPCA and SC. Four feature
selection alternatives are compared, which are detailed as
follows:
• S#1: relative position, relative velocity, TTC
• S#2: relative velocity, TTC
• S#3: relative position, TTC
• S#4: TTC
This experiment focuses on evaluating the effectiveness

of clustering algorithms by analyzing their impact on the
performance of downstream trajectory prediction within the
overall framework. According to the results in Table. VIII,
KPCA outperforms SC in general. Within each clustering
approach, comparing across three different clustering numbers,
the trajectory prediction model performs best when the cluster

TABLE VIII
THE INFLUENCE OF UNSUPERVISED CLUSTER METHOD, CLUSTERING

NUMBER AND FEATURE SELECTION

data is set to four. Regarding feature selection, in various
comparative experiments, the S#1 strategy achieves the best
result.

D. Experimental Results and Analysis in WOMD

In the previous part, we validated the effectiveness of the
proposed method in the BLVD dataset. Comparative experi-
ments demonstrate the enhancement of the RSG module in
prediction. The scalability of RSG in other models was also
verified. To illustrate the model’s adaptability in different
datasets, the WOMD is also applied to the experiment to
validate the proposed model. Table VII presents the per-
formance of the proposed model and eight other models
when the input length is 2 seconds and the output length
is 5 seconds. Within the fixed coordinate system of the
WOMD, the dynamic constraints of traffic participants can
be flexibly taken into account. From the table, it can be seen
that models that Dynamic+proposed achieves the best results.
Compared with models without dynamic constraints, the ADE
and FDE are improved by 6.8% and 1.6%, respectively.
Similar to the experimental results in the BLVD dataset,
overall, methods that consider social interactions are superior
to those that do not. Meanwhile, the comparison results of
trajectron++ and RSG+trajectron++ indicate that RSG can
enhance the model’s performance. Specifically, compared with
trajectron++, ADE and FDE were improved by 4.5% and
1.5%, respectively. As a data-driven neural network-based
model, the amount and coverage of data will greatly affect
model performance. Therefore, for the Waymo dataset used,
Fig. 8(b) demonstrates the model’s performance under differ-
ent data quantities. The experimental results show that as the
data volume gradually increases to 100%, the performance of
the model tends to stabilize. The model performance improved
by 69.9% when the data volume increased from 10% to
50%, while the performance improves by 35.8% when the
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Fig. 7. Comparative results of the trajectory prediction with different input/output lengths in BLVD dataset. (a)-(c) and (d)-(f) present results of ADE and
FDE, respectively. The X-axis in each figure represents different horizons of observation.

Fig. 8. The variation of ADE with different percentages of sample volume.
(a). In the BLVD dataset, 100% means all samples in the dataset. (b). 100%
means 20,600 samples, which are randomly selected from the WOMD.

data volume increased from 50% to 100%. The influence
of data volume on model performance is affected by the
type of data, the coverage of data, and the model itself. The
results in Fig. 8(b) can provide a reference for the use of
interaction models in the WOMD scenarios. It helps trade
off the choices among the model performance requirements,
model complexity, and model training consumption.

In the RSG module of the proposed framework, only
the influence between the ego vehicle and the surrounding
dynamic traffic participants is considered. There are two
reasons: firstly, the final output of the RSG module is to
assess the risk of surrounding traffic participants relative to the

TABLE IX
THE INFLUENCE OF WRONG RISK-TAKING STYLES GENERATION TO

TRAJECTORY PREDICTION (ADE[M]/FDE[M])

ego vehicle, which provides crucial input for decision-making
and motion planning of the ego automated vehicle. Secondly,
when the number of traffic participants increases, considering
the risk between any two dynamic participants significantly
increases computational demands and may prevent its online
application. The final risk assessment might be a composite
result of all participants, and it is infeasible to directly con-
vey this to the ego vehicle for decision-making and motion
planning. However, only focusing on the risk between the
ego vehicle and surrounding vehicles in the RSG module may
impact the performance of trajectory prediction. To assess the
impact of this issue, an additional experiment is conducted.
In this experiment, the risk-taking styles of samples on the
clustering boundaries are manually changed. In the selection
of data from the clustering boundaries, samples are chosen
where the distance difference between the nearest cluster
center and the second nearest is less than 5%. Then the
modified features are directly used in the inference process
of trajectory prediction. With this operation in the additional
experiment, the influence of the “incorrect” classification of
risk-taking styles on the performance of trajectory prediction
can be evaluated. The experimental results are shown in
Table. IX. It suggests that such modifications do slightly
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reduce performance but do not lead to a significant increase in
prediction errors. It indicates that the performance of trajectory
prediction is primarily affected by the modeling of interactions
in heterogeneous graph learning. The generation of risk-taking
styles can enhance performance to some extent but does not
determine the overall performance.

VII. CONCLUSION

In this paper, an interactive behavior model with risk-taking
styles is proposed to predict trajectories of heterogeneous traf-
fic participants, which combines an unsupervised risk-taking
style generation module and a supervised graph model. The
proposed method firstly clusters the behaviors of surrounding
participants and generates their risk-taking styles. Subse-
quently, the heterogeneous graph neural network takes specific
risk-taking styles into consideration to predict interactive
behaviors.

The proposed method synthesizes the advantages of
unsupervised clustering and the supervised graph learning
approaches. It is verified on the public BLVD dataset and
obtains the best performance in the prediction of interactive
behaviors compared to baseline methods. Comparative results
indicate that the method can predict trajectories more accu-
rately. The average distance error and final distance error of the
proposed method are 0.087m and 0.12m with 3.0s observation
and 1.0s prediction. The computation time is 10.5 frames/per
second. The results show that it can provide more accurate and
real-time input for motion planning in urban scenarios, which
is important to guarantee the safety of AV. The improvement in
performance is due to the reformulation of the heterogeneous
graph model by considering specific risk-taking styles. The
proposed method is a generic solution that can be applied
to other interactive scenarios (e.g., urban intersections and
highway merging).

This research focused on clustering and evaluating risk
events with unsupervised methods. Future work will consider
the constraints from static obstacles (e.g., road boundaries)
and the influence of ego vehicle’s future planning [42] in the
modeling process.

APPENDIX A
SINGLE INTEGRATOR: THE LINEAR DYNAMIC

MODEL FOR PEDESTRIAN

For the single integrator system, we establish the definition
of the state as the position vector, denoted as p = [x, y]T . The
control is represented by the velocity vector, denoted as u =
[ẋ, ẏ]T , where the dot above the variables signifies the time
derivative. Furthermore, we express the linear discrete-time
dynamics as follows:

pt+1
= I2×2pt

+1t I2×2ṗt (40)

At each timestep t , the neural network generates the
parameters of Gaussian distribution over control actions
N (µu, 6u). µu and 6u are

µu =

[
µẋ
µẏ

]
(41)

6u =

[
σ 2

ẋ ρẋ ẏσẋσẏ
ρẋ ẏσẋσẏ σ 2

ẏ

]
(42)

where µẋ and µẏ represent the mean velocities in the
participant’s longitudinal and lateral directions, respectively.
Similarly, σẋ and σẏ denote the longitudinal and lateral veloc-
ity standard deviations, respectively. Additionally, ρẋ ẏ signifies
the correlation between the longitudinal velocity ẋ and the
lateral velocity ẏ. Notably, (40) characterizes a linear Gaussian
system as 6u is the only origin of uncertainty in the prediction
model. The mean of the predicted position pt+1 at timestep
t + 1 can be obtained by (40). Meanwhile, the covariance of
positions is derived as:

6t+1
p = I2×26

t
p I T

2×2 +1t I2×26
t
u1t I T

2×2

= 6t
p + (1t)26t

u (43)

APPENDIX B
DYNAMICALLY-EXTENDED UNICYCLE MODEL: THE

NONLINEAR DYNAMIC MODEL FOR
VEHICLES AND RIDERS

Usually, the control input of the unicycle model is the yaw
rate and velocity. Considering that the vehicle is controlled by
accelerating/braking pedals and the steering wheel, the gen-
eral unicycle model is extended to the dynamically-extended
unicycle model: 

ẋ
ẏ
φ̇

v̇

 =


v cos(φ)

v sin(φ)

ω

a

 (44)

where ẋ and ẏ are velocities in longitudinal and lateral
directions of the ego vehicle. x and y are longitudinal and lat-
eral positions. a is the acceleration from accelerating/braking
pedals’ behaviors. And ω, v, and φ are yaw rate, velocity, and
heading angle, respectively. In the extended model, we have
s = p = [x, y]T and u = [ω, a]T . In the discretization of the
extended model, we make the assumption of a zero-order hold
on the controls during each sampling step. In other words,
we consider the control actions to be piecewise constant.
Therefore, the discrete equivalent dynamics st+1

= f
(
st , ut)

is formulated as:
x t+1

yt+1

φt+1

vt+1



=


x t

yt

φt

vt

+


vt
· Dt

S+
at sin

(
φt
+ ωt1t

)
1t

ωt +
at

ωt · D
t
C

−vt
· Dt

C −
at cos

(
φt
+ ωt1t

)
1t

ωt +
at

ωt · D
t
S

ωt1t
at1t


(45)

with Dt
S =

sin(φt
+ωt 1t)−sin(φt)

ωt and Dt
C =

cos(φt
+ωt 1t)−cos(φt)

ωt . To avoid the singularity in (45),
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we slightly change the dynamics when |ω| ≤ 10−3. Treating
ω infinitely close to 0, the discrete dynamics is modified as:

x t+1

yt+1

φt+1

vt+1

=


x t

yt

φt

vt

+


vt cos
(
φt) 1t+0.5 at cos

(
φt) (1t)2

vt sin
(
φt) 1t+0.5 at sin

(
φt) (1t)2

0
at1t


(46)

Finally, the full dynamics can be formulated as follows:
x t+1

yt+1

φt+1

vt+1

 =
{

(45) if |ω| > 10−3

(46) otherwise .
(47)

At each timestep t , the neural network-based model generates
the predicted u with Gaussian distributions N (µu, 6u):

µu =

[
µω

µa

]
(48)

6u =

[
σ 2

ω ρωaσωσa
ρωaσωσa σ 2

a

]
(49)

where µω and µa are the mean value of yaw rate and
acceleration. 6ω and 6a are the standard deviation. ρωa is
the correlation of yaw rate and acceleration. The mean value
of the position distribution can be obtained by (47) based
on µu. Considering that 6u is the only source of uncertainty in
predicted positions. The state s and control u can be linearized
by the linear Gaussian system with Jacobians matrix F and G
of (45):

Ft
=

∂f
∂µt

s

=


1 0 vt Dt

C −
at Dt

S
ωt +

at cos
(
φt
+ωt1t

)
1t

ωt Dt
S

0 1 vt Dt
S +

at Dt
C

ωt +
at sin

(
φt
+ωt1t

)
1t

ωt − Dt
C

0 0 1 0
0 0 0 1


(50)

with

Gt
=

∂f
∂µt

u
=


G t

11
Dt

C
ωt +

sin
(
φt
+ ωt1t

)
1t

ωt

G t
21

Dt
S

ωt −
cos

(
φt
+ ωt1t

)
1t

ωt

1t 0
0 1t

 (51)

G t
11 =

v cos(φ + ω1t)1t
ω

−
vDS

ω
−

2a sin(φ + ω1t)1t
ω2

−
2aDC

ω2 +
a cos(φ + ω1t)(1t)2

ω
(52)

G t
21 =

v sin(φ + ω1t)1t
ω

+
vDC

ω
+

2a cos(φ + ω1t)1t
ω2

−
2aDS

ω2 +
a sin(φ + ω1t)(1t)2

ω
. (53)

Then, the covariance of predicted positions is formulated
as:

6t+1
p,θ,v = Ft6t

p,θ,vFtT
+Gt6t

uGtT
(54)
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