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ARTICLE INFO ABSTRACT
Keywords: Due to the high mileage and heavy load capabilities of hybrid electric vehicles (HEVs), energy management
Energy management strategies becomes crucial in improving energy efficiency. To avoid the over-dependence on the hard-crafted models, deep

Deep reinforcement learning
Dueling network architecture
Transfer learning

reinforcement learning (DRL) is utilized to learn more precise energy management strategies (EMSs), but cannot
generalize well to different driving situations in most cases. When driving cycles are changed, the neural network
needs to be retrained, which is a time-consuming and laborious task. A more efficient transferable way is to
combine DRL algorithms with transfer learning, which can utilize the knowledge of the driving cycles in other
new driving situations, leading to better initial performance and a faster training process to convergence. In this
paper, we propose a novel transferable EMS by incorporating the DRL method and dueling network architecture
for HEVs. Simulation results indicate that the proposed method can generalize well to new driving cycles, with
comparably initial performance and faster convergence in the training process.

1. Introduction to distribute power supplements among several power sources. As the
driving conditions continue to change, there is a potential direction for

With the increasing awareness of energy saving and environmental research into how EMSs can adapt to different real HEV applications.
protection, more and more emphasis has been put on hybrid electric Various EMSs for HEVs have been conducted in recent years. Zhang
vehicles (HEVs), which involve two or more energy sources [1]. Thus et al. [2] proposed a comprehensive hierarchical classification scheme
there is a considerable need for energy management strategies (EMSs) for the first time, offline EMSs and online EMSs, respectively. The offline
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EMSs can be further categorized according to the information level of the
driving conditions, including rule-based EMSs and global
optimization-based methods. The former is considered an offline method
because a series of rules are built based on the intuition and experience of
engineers [3,4]. However, the rule-based designs are not robust to
different vehicle types, which need high calibration efforts frequently
[5]. The effectiveness of the rule-based method depends to a large extent
on the precision of the rules. To reduce the reliance on professional en-
gineers, the global optimization-based method is introduced. The global
optimization-based method improves the real-time performance and fuel
economy of EMSs to some extent, but it has more computational cost than
rule-based methods [6]. The goal of the global optimization-based EMSs
is to obtain the global optimal power split under a driving cycle. Due to
its computational complexity and the need for a priori knowledge of the
full driving cycle, the global optimization-based method is generally used
as a benchmark instead of being directly applied in real-time control. The
classical global optimization methods include dynamic programming
algorithm (DP) [7], stochastic dynamic programming [8], genetic algo-
rithm [9], game theory [10], pseudospectral method [11], convex opti-
mization [12] and pontryagin minimization principle [13]. The DP-based
EMSs require the most priori knowledge of the future information and
have the best fuel economy, compared with all the other types of stra-
tegies. The online EMSs do not require a priori knowledge of the whole
driving cycle, which are more suitable for application to HEVs, and can
be further divided into instantaneous optimization-based EMSs, predic-
tive EMSs, and learning-based EMSs. The power split is determined with
optimal or sub-optimal solutions using the current feasible domain by the
instantaneous optimization-based EMSs [14]. The classical instantaneous
optimization-based methods include equivalent consumption minimiza-
tion strategy (ECMS) [15], adaptive ECMS [16] and robust control [17].
Instead of utilizing current driving information, the predictive EMSs
mainly employ future information to solve the allocation problem. Model
predictive control is commonly employed to implement predictive en-
ergy management [18].

More recently, the learning-based methods become a promising so-
lution for various problems of HEVs, leading to the independence on
precise model data. The learning-based EMSs strive to update control
parameters online by interacting with the environment to adapt to the
changing traffic conditions. They generally employ massive historical
and real-time driving-related data to obtain the optimal solution. Su-
pervised learning algorithms train a neural network by feeding labeled
data [19]. The generalization of supervised learning-based EMSs may be
limited by the training data. Apart from supervised learning, reinforce-
ment learning (RL) is another promising branch of learning-based control
methods, such as Q-learning. RL algorithms learn to improve the strategy
from raw observation data and reward feedback directly. However, dis-
cretization requirements of control states and action spaces in RL
methods may result in the curse of dimensionality [20]. Therefore, as an
alternative, current studies mainly focus on deep reinforcement learning
(DRL) based EMSs due to their strong learning ability, where the EMS is
modeled as a Markov Decision Process (MDP).

The optimal solution for DRL-based EMSs can be learned through the
interaction between agents and the environment. Wu et al. [21] used the
deep Q-learning network (DQN) algorithm for energy management,
which solved the dimensional catastrophe problem. Based on this, Qi
et al. [22] compared double deep Q-learning with DQN for energy
management of plug-in hybrid vehicles and demonstrated advantages of
their proposed method in terms of convergence and fuel economy. Wu
et al. [23] verified that the energy management policy based on a deep
deterministic policy gradient (DDPG) algorithm has a strong character-
ization capability of deep neural networks and can improve fuel economy
significantly. Wang et al. [24] proposed to combine the dueling network
structure with DQN so that it could be better evaluated in the presence of
many similar-valued actions. Li et al. [25] took this idea and utilized it for
DDPG, proposing a novel DDPG-based EMS for a power-split hybrid
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electric bus. But its setting of the action-value function could be further
improved. In addition, Tang et al. [26] firstly adopted two distributed
DRL algorithms to propose EMSs, namely asynchronous advantage
actor-critic and distributed proximal policy optimization. The distributed
algorithms could learn efficiently but need high-performance computer
hardware.

Although DRL-based methods have made a significant breakthrough,
their limitations are the long training time for an agent to learn the
optimal solution through trial-and-error interactions with the environ-
ment. Besides, the training process must be repeated even when
encountering a new but similar task. Therefore, some works have com-
bined transfer learning with DRL to improve the training efficiency and
reduce the computational cost among similar tasks. Liu et al. [27] com-
bined proximal policy optimization and transfer learning to reduce time
consumption and guarantee control performance effectively. Guo et al.
[28] combined DDPG and transfer learning to derive an adaptive energy
management controller for hybrid tracked vehicles, and showed that this
method has the potential to be applied in real-world environments. Lian
et al. [29] incorporated transfer learning into DDPG-based EMSs for
HEVs to achieve the cross-type knowledge transfer among three types of
HEVs with distinctly different structures. Zhou et al. [30] combined the
DDPG algorithm and adaptive neural fuzzy inference systems (ANFIS) to
enable knowledge implementation, and transfer for real-time energy
management. The ANFIS-based model had real-time potential and good
control performance, while the DDPG could regulate the input signals of
the ANFIS and transfer knowledge online.

In all the above RL methods, a vital issue to be addressed is how the
agents balance the relationship between exploration and exploitation
[31]. The agent uses exploitation methods to select actions that maximize
the cumulative reward, and utilizes exploration methods to acquire
knowledge about the environment for selecting better actions. The
e-greedy method is often used in the Q-learning algorithm to choose the
control action. In every step, with probability 1 - ¢, the agent fully ex-
ploits the information saved in the Q-values (action-value function), and
with probability ¢, the agent selects a random action to explore the state
space [32]. One of the exploration methods in the DDPG algorithm is to
add noise while selecting actions. The most common method is to add
noise to the action space. Plappert et al. [33] proposed adding noise
directly to the agent's parameter, leading to more consistent exploration.
Xu et al. [34] compared effects of different types of noise on DRL-based
transferable EMSs to find out the most suitable type of noise for transfer
learning.

Referring to the previous research, in this work we propose a trans-
ferable energy management strategy via a dueling DDPG algorithm to
address the robustness issues. Then, training weights are saved to
initialize a new DDPG network. The training process after transferring is
performed to acquire the optimal transferable EMS. Compared with other
previous works concerning DRL-based energy management, the possible
contributions of this proposed method may lie in three aspects: (1) a
novel transferable EMS, which combines DDPG and transfer learning, is
proposed for solid generalization ability. DDPG algorithm combines the
advantages of DQN and the actor-critic architecture, which is appropriate
for evaluating the strategies for network parameters transferring; (2)
dueling architecture is used in the critic network of the DDPG algorithm
to improve the stability of the network, which is inspired by the utili-
zation of dueling network architecture in DQN; (3) the adaptive
parameter space noise is used in our proposed method to balance
exploration and exploitation. The utilization of other different noise,
action space noise, is also evaluated in our simulation experiments,
which indicates the out-performance of the adaptive parameter space
noise.

The rest of this paper is organized as follows: Section 2 presents the
HEV modeling and energy management problem formulation, Section 3
introduces the proposed method, Section 4 details the simulation results,
and the conclusion and the future work are depicted in Section 5.
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2. Problem description and system framework

In this section, the problems of DDPG-based EMS are analyzed from
aspects of the network introduction and parameter setting. Then, the
framework of the transferable EMS via improved DDPG is presented.

2.1. Problem description

The MDP, which can be characterized as (S,A4,P,R,y), can be used to
simulate a DRL problem that satisfies the Markov property. S represents a
finite set of state spaces. A is a finite set of action spaces. P denotes a state
transition probability matrix. R represents a reward function. y denotes a
discount factor.

As one of the most typical actor-critic DRL methods, DDPG is an off-
policy and model-free algorithm. DDPG has an actor network p(s|¢"), a

critic network Q(s, a|¢?), an actor target network 4 (s'|¢* ), and a critic

target network Q (s',a’ }QQ, ). The actor target network has the same
structure as the actor network, while the critic target network has the
same structure as the critic network. s is the agent state as the input of
actor network and critic network. « is the agent action as the output of the
actor network and the input of the critic network. 0 represents parame-
ters of the corresponding network. s’ and ' are defined similarly with s
and a respectively. At every training interval, the parameters of the actor
and critic networks are used to update the parameters of the actor target
network and the critic target network respectively, to ensure the stability
of the network during the training process.

The DDPG algorithm is improved and then used to learn the optimal
policy of Prius EMSs in this work. The original neural network is used as
the baseline in this work. The original and improved DDPG-based EMSs
are formulated according to the following MDP.

(1) Stcate space, S. The state of the system,
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(3) Reward junction, R. There are two aspects of the reward function,
energy consumption and SoC sustaining. The multi-objective
reward function is defined as:

r = —{alfuel(t) + elec(t)] + B[SoCrt — SoC(1)" ] } &)

9where « is the weight of Prius consumption, including the fuel con-
sumption of engine fuel(t) and the electricity consumption of motor elec(t),
p is the weight of battery charge-sustaining, and SoC,.; represents the SoC
reference value. The term [SoC,ef — SoC(t)" } is used to make the SoC in the
training process close to the reference value. The goal of the reward
function is to minimize the energy consumption, and retain the battery SoC
at an appropriate range for better charge and discharge characteristics.

2.2. System framework

The framework of the proposed transferable EMS is shown as Fig. 1,
which is divided into four modules, including the modelling module, the
pre-training module, the transferring module, and the fine-tuning mod-
ule. In the modelling module, the improved DDPG-based algorithm is
designed based on the vehicle model (see Section 3.1 and Section 3.2).
The adaptive noise to affect exploration and dueling network architec-
ture to improve the robustness are considered in the algorithm. This
improved algorithm is pre-trained in multiple driving cycles to acquire an
energy management strategy in the source domain. Then, the weights
and biases of the pre-trained networks are used to initialize a new one
sharing the same architecture in the transferring module. In the end, in
the different but similar driving cycles, the new network is fine-tuned
instead of learning from scratch to reach convergence fast in the target
domain (see Section 3.3). This work aims to design a transferable energy
management strategy by combining the improved DDPG and transfer
learning to enhance energy efficiency quicker and more stable.

—_— e e — —— —— — — — ————————————

Transferable energy management strategies

| /" Modelling (" Pre-training ) /"  Transferring ) (" Fine-tuning ) I
I A~ | AVaN (A | v Transferable |
EMS |
I Driving cycles Source domain
— — | G e ) | ™ i |
Duel DDPG Original -\~ Y S -] -\~ |
| — EMS
Target domain Other driving cycles |
(AN J \ J \ J \ J
— e e o —— —— —— —— —— — — —— —— — — — — — —
[ Improve energy efficiency ]
Fig. 1. Framework of the proposed EMS.
s = {SoC, v, acc} a 3. Transferable EMS via dueling DDPG

which consists of SoC, the velocity of Prius v, and the acceleration acc,
represents the movement of the vehicle and the power situation.

(2) Action space, A. At each episode, the agent can select actions in
continuous engine torque Te,, and engine rotational speed 7y,
respectively:

a = {Teng7 neng} (2)

In this section, the proposed energy management method based on
the dueling DDPG for HEVs is elaborated, as shown in Fig. 2. First, we
need to model a HEV using its powertrain system and power flow
configurations. Then, the proposed dueling DDPG algorithm is utilized
to solve the energy management problems by decoupling the state value
and the action advantage value. In the end, transfer learning is imple-
mented for the target domain using the knowledge from the source
domain.
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Fig. 2. Transferable EMS via dueling DDPG.

3.1. Hybrid electric vehicle modelling

The proposed transferable EMS is based on the Prius model, one of the
most classical HEVs models, which has been extensively studied [29,34,
35]. The power request model and the power system model based on the
configuration of the vehicle model, are firstly built for our transferable
EMS.

3.1.1. Prius configuration

Prius is equipped with the Hybrid Synergy Drive system, consisting of
an internal combustion engine ICE, an electric motor MG2, and a gener-
ator MGL1. Prius is also equipped with a low-capacity nickel-metal hydride
(Ni-MH) battery used to drive the motor and generator. These systems in
Fig. 3 are integrated with a power splitting planetary gear, which provides
various power flow configurations for different operations.

Vehicle
controller

CAN bus

Generator Main
(MG1) =] Motor (MG2) H reducer
[l [l

Generator ‘ Motor ‘

H

controller controller
- || Power
B distribution

Fig. 3. Architecture of Prius powertrain.

3.1.2. Power request model

After building the Prius model, the vehicle power demand is calcu-
lated using the longitudinal force balance equation. The longitudinal
force F consists of rolling resistance Fy , aerodynamic drag F,, gradient
resistance F; and inertial force Fa [36]:

F=F+F,+F+F,

Fr=mg -f

Fw:%p Ap - Cp -V @
Fi=mg -i

F,=m-a

where m is the curb weight, g is the gravitational constant, f is the rolling
friction coefficient, p is the air density, A; is the fronted area, Cp is the

aerodynamic coefficient, v is the speed regarding a certain driving cycle, i
is the road slope (not considered in this work), and a is the acceleration.

3.1.3. Powertrain system model

The engine, the electric motor, and the generator of the Prius are
modeled by their corresponding efficiency maps from bench tests. The
Ni-MH battery is modeled by an equivalent circuit model ignoring tem-
perature changes and battery aging:

P(1) = 1(1) - Voe(t) — Ro - I (1)

1) = Voe(t) =1/ Ve (t) —4-Ro - P(1)

2R, ()

Qo — /tl(t)dz
JO
0

SoC(t) =

where P is the output power, I denotes the current, V. is the open-circuit
voltage, Ry is the internal resistance, SoC is the state of charge, Qo is the
initial battery capacity, and Q is the nominal battery capacity. Details on
Prius parameters are shown in Table 1.

Table 1
Parameters of Prius.
Components Parameters Values
Engine Maximum power, P, (kW) 56
Maximum torque, T, (Nm) 120
Motor Maximum power, P, (kW) 50
Maximum torque, T,, (Nm) 400
Battery Capacity, Q (kW) 1.54
Voltage, V. (V) 237
Vehicle Curb weight, m (kg) 1,449
Roll resistance coefficient, f 0.013
Air resistance coefficient, fa 0.26
Frontal area, A¢ (m?) 2.23
Wheel radius, r (m) 0.287
Transmission Final gear ratio, iy 3.93
Characteristic parameter, C 2.6

3.2. Dueling DDPG algorithm

Wang et al. [24] applied the dueling network architecture to DQN,
which could lead to dramatic improvements and better policy evalua-
tion in the presence of many similar-valued actions. Instead of directly
outputting the Q estimate, this module combines two streams of
fully-connected layers. This architecture decouples value and
state-dependent advantage in deep Q-networks, which share a common
feature learning module. As shown in Fig. 4, the estimate value of Q
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Fig. 4. Architecture of dueling DDPG.

requires the derivation of two intermediate parameter functions, the
state value function V(s,a) and the state-dependent action advantage
function A(s,a). The dueling architecture can separate learning of the
state value and action advantages, promoting learning efficiency.

Since the learning of the optimal EMS with DDPG is realized by the
update of network parameters and the critic network Q is built to guide
the strategy learning, this dueling network is utilized in the critic
network for the DDPG-based EMS [25]. Its action-value function (for-
ward propagation of critic network) is expressed as:

Q(s7a) = V(s,a) +A(s7a) (6)

However, there is unidentifiable that a given Q value cannot recover
V and A uniquely. If § denotes a constant, for the above equation, V(s,
a) =V,A(s,a) =Aand V(s,a) =V + 6, A(s,a) = A — 5 lead to the same
Q value (V +A). This uncertainty will affect the performance of the
network training.

To address this issue, we adopted the method proposed in [24]:

0(s,a) = V(s,a) + {A(s,a) f@ZA(s,a)} %)

where |.¢/| denotes the dimensional value of the agent action. On the one
hand, this structure decreases the uncertainty of network parameters,
and on the other hand, it increases the stability of the optimization.

3.3. Transfer learning

Traditional DRL algorithms are used to solve the problem with
training and test data in the same domain. However, once the domain is
changed, the network must be retrained, which is a complicated and time
consuming process. Transfer learning is instrumental in solving this
problem. When two domains are similar, network parameters can be
stored and reused along with transfer learning approaches.

Given a source domain M; and a target domain M,, set the
knowledge that can be gained from M to be D,. M, provides priori
knowledge Dy that is accessible for M;. The goal of transfer learning is
to learn an optimal policy z* for M, by fully leveraging D;. Thus, with
transfer learning, the agent of the target domain learns better and
faster in M; [37].

A network that specializes in obtaining the source EMS is used in our

work. Since driving cycles of M; and M, have the same feature space and
are correlated with each other, source domain knowledge can be trans-
ferred to a novel but relevant target domain [28]. The majority of pa-
rameters in the neural network are the same, and only parameters of the
output layer should be retrained. Thus, both the source network and the
target network use the same dueling DDPG architecture shown in Fig. 4,
and weights and biases of the source network except for the last layer are
used to initialize the target network that will be trained on the new
driving cycles.

In DDPG, the agent utilizes exploration to acquire knowledge about
the environment and applies exploitation to select a control action based
on current knowledge. During the transfer process, to coordinate be-
tween exploitation and exploration and reach the convergence value
faster, the adaptive noise is added to the proposed algorithm. The
methods to add noise in networks can be divided into two main cate-
gories: adding noise in the action space, and adding noise directly to the
agent's parameters.

(1) Action space noise

When the agent selects actions using the actor network, the noise./"is
added to the action space. The final selected action a, at each step sat-
isfies:

a, = pu(s|0") + .1 ®

Action space noise could be a simple Gaussian noise or a more
advanced Ornstein-Uhlenbeck (OU) correlated noise process [31].
Gaussian noise satisfies ./" ~./°(0,62I), where ¢* denotes variance and
the expected value is set to 0. An OU process can be used as a temporally
correlated noise. Just like the Gaussian noise mentioned above, the ex-
pected value of OU noise ./ ~.7°(0,62) is set to 0, and the variance can
be set to multiple values.

(2) Parameter space noise

While adding noise in the action space to explore, there is no guar-
antee that the same action will be chosen in the same state each time,
leading to inconsistent exploration. The parameter space noise solves this
problem and directly perturbs the actor network parameters to get a rich
set of behaviors. The final selected action a;, at each step satisfies:
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~H
{ a, = M(s [ )
0=0+.1(0,6)

Following the results of the comparison in [34], in this work, the
parameter space noise is added in the process of action choosing. Besides,
this work adjusts the scale of the parameter space noise over time,
inspired by [33]. This is achieved by updating the variance of noise ¢
accordingly, which satisfies:

9

yo,, ifd(m,m)<é

1
—Oy,
14

Oyl = (10)

if d(r, 7))8

where y is the threshold value, # and 7 denote the non-perturbed and

perturbed policies, and d(z, 7) represents the distance between 7 and 7,
which is calculated in the action space.

4. Simulation results

The experimental simulation is designed to showcase the performance
of the proposed approach and to evaluate the claims that: (1) our proposed
transferable EMS has better generalization capability and a more efficient
training process for different driving cycles; (2) the dueling network ar-
chitecture added in our proposed approach outperforms the original
DDPG in both the source and target domains; (3) the adaptive parameter
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space noise adopted in our proposed method can promote exploration by
agents and remain comparably stable after convergence.

4.1. Implementation and experimental setup

In this work, driving cycles are all selected from standard data, following
the research on [34]. Source tasks are performed over multiple driving cy-
cles, such as Urban Dynamometer Driving Schedule (UDDS) [38], WVUSUB
[36]1, JN1015 [29]. Target tasks are conducted on European Driving Cycle
(NEDC) - LA92 [32], which is different from driving cycles used in the
source domain. To further validate the effectiveness of our method on the
data in the real environments, we collect the velocity changes using our own
mobile platform in the real world, which is named as the real-world driving
cycle (RWDC). The velocity changes and distributions of these driving cycles
are illustrated in Figs. 5 and 6 and Figs. 7 and 8. As can be seen, velocities of
source driving cycles mostly distribute below 20 m/s, and JN1015 has an
obvious regularity. In contrast, the target driving cycle, NEDC-LA95, has
more velocities over 25 m/s than the source driving cycles, and combines
regular velocity segments and irregular ones, which shows a more compli-
cated driving situation. Besides, the velocities of the other target driving
cycle RWDC mainly distribute between 20 m/s and 25 m/s. Using a wide
range of driving cycles for training in the source domain improves the
generalization ability of the trained model, which leads to better transfer
results. A driving cycle with a degree of similarity to the source driving
cycles is chosen for the target domain, since similarity is necessary for
transfer learning.
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Fig. 5. Velocity changes of driving cycles used in the source domain. (a) Velocity change of UDDS.
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(b) Velocity change of FTP75. (c) Velocity change of JN1015.
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Fig. 8. Velocity distributions of driving cycles used in the target domain. (a) Velocity distribution of NEDC LA92. (b) Velocity distribution of RWDC.

In the following experiments, some of the parameters involved in the
MDP are set to constant values to control the variables. SoC, is selected
as 0.6 according to the minimum charge-discharge internal resistance. a
is selected as 1, j is set to 350, and n is set to 2, according to the previous
work [36].

Note that to highlight the effect of the proposed algorithm, the
number of hidden layers of the network for DDPG is set to 2, rather than
many layers. Further details about hyperparameters of DDPG in M and
domain M, are given in Table 2.

Table 2

Network hyperparameters.
Parameters Source domain Target domain
Number of episodes (K) 1000 300
Replay memory size (M) 50,000 50,000
Learning rate of actor network (Ir,) 0.000,1 0.000,01
Learning rate of critic network (ir.) 0.000,1 0.000,01
Discount factor (y) 0.9 0.9
Target network update frequency (z) 0.01 0.01
Mini-batch size (batch) 64 64

Besides, following the study of [34], we keep the parameter settings for
both parameter space noise and action space noise in the source and target
domains. The expected values of both noises are set to 0. The variance of
the action space noise is set to 0.06, while the variance of the parameter
space noise is set to 0.03. Adaptive noise is used so that the noise can be
better adapted to the learning of the network. In this case, y is selected as
1.01 so that the network could realize better exploitation and exploration.
Except for the evaluation of different noises, the adaptive parameter space
noise is used in our method and the other baseline methods.

For each experiment, we use the average reward value (Ave), the
maximum reward value (Max), the minimum reward value (Min), the
reward value of the initial episode (Init), and the iteration episode
number for convergence (Iter) as metrics to evaluate the performance of

our proposed method and all the baseline methods. Energy consumption
ratio with DP as a benchmark (ECR) is also calculated following the
previous work [29] to show the better capability of different methods in
energy consumption control.

4.2. Evaluation for transferable training

In the first simulation, we validate our first claim that our proposed
transferable EMS has the better generalization capability and a more
efficient training process for different driving cycles. We compare four
methods in the target domain NEDC, including the original DDPG
learning from scratch (O-DDPG-LFS), the dueling DDPG learning from
scratch (D-DDPG-LFS), the transferred original DDPG initialized from the
source domain (O-DDPG-Trans), and the transferred dueling DDPG
initialized in the source domain (D-DDPG-Trans). All these methods are
trained or fine-tuned in the target domain. The simulation results are
shown in Fig. 9 and Table 3. As can be seen in Fig. 9(a) and (b), O-DDPG-
Trans costs less time for convergence than O-DDPG-LFS, but the mean
reward of O-DDPG-Trans fluctuates in the last 10 episodes. In addition,
Fig. 9(c) and (d) show that D-DDPG-Trans outperforms D-DDPG-LFS on
the efficiency of converging for training, which only uses around 30
training episodes to converge. The simulation results in Table 3 also show
that the transferred methods fine-tuned in the target domain have better
performance on all the metrics than the methods learning from scratch.
Note that the initial performance of agents using transfer learning is
much better than networks learning from scratch, which indicates that
transferable training improves the generalization of the network and
allows for fast convergence in new driving cycles, which is more ad-
vantageous than normal training. At the same time, this supports the real-
time nature of the proposed EMS. In addition, the comparison of energy
consumption indicates that D-DDPG-LFS has the best energy consump-
tion control ability since it is trained directly in the target domain. The
ECR of D-DDPG-Trans is similar to D-DDPG-LFS, and is lower than the
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In Fig. 10, we also illustrate the SoC change of different methods. 3
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Fig. 10. Comparison of SoC of DDPG with and without dueling architecture in the target domain. (a) SoC of O-DDPG-LFS. (b) SoC of O-DDPG-Trans. (c) SoC of D-
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addition, we illustrate the SoC changes of these two methods. As can be
seen, the SoC of D-DDPG-Trans has a lower initial value and converges
faster than D-DDPG-LFS, which also shows our proposed algorithm is
transferable to real applications.

4.3. Evaluation for dueling architecture

The second simulation supports our claim that the dueling network
architecture added in our proposed approach outperforms the original
DDPG in both the source and target domains. Following the experi-
mental setup in the source domain, we train and evaluate our approach
and original DDPG algorithm. The simulation results are shown in
Fig. 13.

As can be seen in Fig. 13(a), the original DDPG pre-trained in the
source domain (O-DDPG-Pre) falls into a local optimum solution
initially and fluctuates more during the training process. In contrast, as

Fig. 13(b) shows, our proposed method, the dueling DDPG pre-trained
in the source domain (D-DDPG-Pre), can achieve the fast convergence
even though the network is comparably small. By decoupling the state
value function and the state-dependent action advantage function, the
learning process of D-DDPG-Pre can be more stable than O-DDPG-Pre.
In addition, we compare the SoC change of these two methods in
Fig. 14. The SoC of D-DDPG-Pre converges faster and fluctuates less
than O-DDPG-Pre before convergence.

We also compare O-DDPG-Trans with D-DDPG-Trans to further vali-
date the effect of the dueling architecture in the target domain. The target
network has the same architecture as the source domain network and
uses the weights trained in the source domain to initialize the target
network. As we can see in Fig. 9(b) and (d), in the target domain, O-
DDPG-Trans still falls into a local optimum and converges much slower
than D-DDPG-Trans. In addition, O-DDPG-Trans is very volatile and un-
stable. Note that fluctuations of the training process of D-DDPG-Trans
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Fig. 13. Comparison of DDPG with and without dueling architecture in the source domain. (a) Original DDPG pre-trained in the source domain (O-DDPG-Pre). (b)

Dueling DDPG pre-trained in the source domain (D-DDPG-Pre).
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Fig. 14. Comparison of the SoC of DDPG with and without dueling architecture in the source domain. (a) SoC of O-DDPG-Pre. (b) SoC of D-DDPG-Pre.

before convergence are not small enough, but it shows that the explo-
ration tends to learn a better strategy as soon as possible, rather than
training around non-optimal reward values for a long time as in the case
of O-DDPG-Trans.

Besides, we compare the energy consumption of O-DDPG-Trans and
D-DDPG-Trans. The energy consumption is composed of fuel con-
sumption and electricity consumption. Following the previous work
[29], we transform the two kinds of consumption into CNY cost as the
uniform criterion. As Fig. 15 shows, D-DDPG-Trans keeps less energy

700
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500
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Fig. 15. Comparison of the SoC of DDPG with and without dueling architecture
in the source domain.

consumption during the whole training process, and is faster to
converge than O-DDPG-Trans (Ir = 1e-5) by around 42 episodes. Note
that we keep the same learning rate le-5 used for all the training
processes in the target domain as Table 2 shows. Therefore, the cost of
O-DDPG-Trans (Ir = 1le-5) has a more frequent fluctuation than
D-DDPG-Trans while exploiting the consistent chosen learning rate.
We further adjust the learning rate of O-DDPG-Trans to 2e-5 and 5e-6,
and the results show that D-DDPG-Trans still outperforms
O-DDPG-Trans.

4.4. Evaluation for different noises

In the third simulation, we validate that our proposed method can
converge faster by adding the adaptive parameter space noise. After
initializing the weights of the network in the target domain, different
types of noise are added. Fig.16 shows the simulation results of adding
action space noise to the dueling DDPG. The training process of the
network still fluctuates a lot and fails to converge after a long time of
training, indicating action space noise is inappropriate for these driving
cycles and leads to a worse exploration of the agent significantly. The
simulation results of adding the adaptive parameter space noise to the
dueling DDPG, D-DDPG-Trans, are shown in Fig. 9(d). As can be seen, the
adaptive parameter space noise leads to a rapid exploration of the agent
when the network has not yet converged, and remains relatively stable
after convergence. The simulation results indicate that compared with
the action space noise, the adaptive parameter space noise based on the
difference calculated in the action space can effectively balance the
exploitation and exploration during training.

50
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—-100

Mean reward

=150

—200
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60 80 100
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Fig. 16. Dueling DDPG with action space noise.
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5. Conclusion

In this paper, we presented a novel real-time four-phase approach for
the transferable EMS via dueling DDPG. Our approach utilizes the
dueling DDPG for faster convergence, and uses transfer learning to ach-
ieve the stability and generalization capability of the algorithms. The
adaptive parameter space noise can facilitate agents to explore new ac-
tions and fully use valuable ones after convergence. We evaluated the
performance of our method on multiple source driving cycles and the
similar but different target driving cycles. The experimental results
suggest that our method outperforms the other methods in terms of fast
converging performance and generalizes well.

Despite these encouraging results, there are several avenues for future
research. First, we want to experiment with other algorithms such as twin
delayed DDPG and soft actor-critic, which are not sensitive to network
parameters. We furthermore plan to make more use of knowledge from
the source domain in the target domain.
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