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Abstract— Integrating range-extended electric vehicles
(REEVs) in the automotive market is a key part of the drive
toward environmental sustainability. This paper leverages an
experience-shared approach to variable-step predictive control
to improve REEV energy efficiency, where a transferable driver
model is designed to accommodate varying driver experience
levels via knowledge transfer. This model incorporates a
confidence level factor to determine the effective length of
speed prediction, ensuring a more accurate and reliable
model predictive control system with lower requirement data.
A grey wolf optimizer is employed as an advanced global
solver in the model predictive control system of the studied
REEV to seek better energy-saving performance. Experimental
validation utilizes an industry-recognized driver-in-the-loop
co-simulation platform to investigate the proposed approach’s
performance. Compared to Gaussian mixture regression one,
the transferable driver model achieves a 27.29% improvement
in speed prediction accuracy. Incorporating the driver model,
the proposed experience-shared variable-step predictive control
approach helps a 3.9% reduction in fuel consumption compared
to an LQR-driven MPC one.

Index Terms— Driver transferable model, driving simula-
tor, inadequate observation, range-extended electric vehicles,
variable-step model predictive control.

I. INTRODUCTION

AS GLOBAL attention increasingly focuses on environ-
mental sustainability and concerns over the depletion of

fossil fuel reserves, finding sustainable transportation solu-
tions has become a pressing priority. Hybrid electric vehicle
(HEV) technology demonstrates immense potential in the
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development of sustainable transportation [1]. Range-extended
electric vehicles (REEVs) propose an innovative solution by
combining the low-emission benefits of electric generators
with the extended range capabilities of auxiliary power sources
like internal combustion engines (ICEs) [2] or fuel cells [3].
Therefore, an optimal energy management strategy is required
to improve fuel economy [4] and emissions reduction [5]
through efficient energy-flow allocations.

In HEV energy management, rule-based strategies are com-
monly used for their simplicity and ease of implementation.
However, they are limited in their adaptability to changing con-
ditions and may not always provide optimal performance [6].
The equivalent consumption minimization strategy optimizes
energy usage by balancing fuel and battery consumption
in real-time. It is crucial to calculate the equivalent factor
to enhance the adaptive ability for different scenarios [7].
Fuzzy logic has been widely applied in the energy manage-
ment of HEVs. However, these fuzzy logic-based approaches
rely on human cognition and are limited by expert knowl-
edge [8], [9]. Reinforcement learning has gained attention for
its ability to adapt to dynamic environments through learning-
based approaches, its training process is often computationally
expensive and may struggle with real-time implementation in
constrained systems [10]. Model predictive control (MPC) is
widely recognized for its ability to predict state variables’
trajectories and further optimize present actions for reaching
predefined objectives [11]. Therefore, selecting the proper
types of predictor and solver is the key to achieving optimal
performance of HEV energy management. The linear quadratic
regulator (LQR) solver is commonly used in the MPC of
hybrid electric vehicles. The trajectory-tracking control of
vehicles utilizes the LQR-driven MPC approach to mini-
mize lateral tracking deviation while tracking the desired
trajectory and speed [12]. Such a method requires a trial-and-
error process to determine its parameters, but that could be
time-consuming and fall into the local optimal [13].

Nature-inspired evolutionary algorithms could be ideal
solvers used for the MPC framework that provided the explo-
ration and exploitation capabilities for finding the global
optimum. Research studies have demonstrated that tuning
MPC using evolutionary algorithms can provide better perfor-
mance than the LQR-driven MPC approach [14]. A study on
traffic light optimization using genetic algorithms has shown
the performance of the evolutionary optimization-driven MPC
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approach [15]. Li et al. applied chaos-enhanced accelerated
particle swarm optimization (PSO)-driven MPC to power
system control, demonstrating the effectiveness of PSO in
improving MPC performance [16]. He et al. proposed an
improved MPC-based energy management strategy using PSO
to improve the accuracy of the predictor for mobile robot
path planning that reduces path length and simulation time
with faster convergence [17]. Grey wolf optimization (GWO)
enables to balance of exploration and exploitation more effi-
ciently, enhancing its optimization performance, compared to
genetic algorithms [18], simulated annealing [19], and PSO
[20], [21]. The GWO-driven MPC approach can improve the
solver’s effectiveness by considering the best three optimal
positions in each iteration, thereby enhancing the global opti-
mization search capability [22].

The predictor is another factor that helps guarantee the
overall effectiveness of the MPC-based control system. Incor-
porating human driving preferences into speed prediction
enhances prediction accuracy [23]. Driver predictive models
can generally be achieved by rule-based and machine learning-
based methods [24], [25], [26]. In terms of rule-based models,
adaptation to various drivers typically involves manually
adjusting the model’s thresholds or parameters [27]. By con-
tinuously learning from real-time data, machine learning-based
methods can effectively accommodate the unique patterns
of individual drivers, but they heavily depend on the data
itself [28]. Transfer learning can significantly enhance the
performance of ML models by leveraging knowledge from
pre-existing models [29], which is a potential solution to build
prediction models with insufficient data [30], [31]. Hence,
the authors believe that using transfer learning to address the
limitations of driver modeling with insufficient data in MPC
is a promising approach. Although the method is expected to
improve the accuracy, there are still limitations caused by the
data itself.

This paper proposes an experience-shared variable-step pre-
dictive control approach for REEVs to improve energy-saving
performance while reducing the driver predictive model’s
sample size. Meanwhile, a new factor of confidence level is
introduced and utilized to adjust the evaluation length of the
speed prediction used in the proposal MPC approach. The
three main contributions of this study are:

1) An experience-shared variable-step predictive control
approach is proposed to improve control robustness by
variable-step enhanced predictor;

2) A transferable driver model is developed to address the
problem of accurate driver modeling in insufficient data
conditions;

3) The potential of the proposed approach is validated using
a driver-in-the-loop co-simulation between the cockpit
driving simulator, IPG Carmaker, and the AVL CRUISE
package.

After the problem is introduced (here in Section I), a well-
sourced REEV system and its energy flow are analyzed in
Section II. Section III elaborates on the design procedure of the
transferable driver model with inadequate observation samples
and an evolutionary MPC approach of variable-step predictive
optimal control, where the GWO algorithm is developed

TABLE I
SPECIFICATION OF THE STUDIED REEV

to solve a multi-objective control problem in real time.
In Section IV, the experimental setup, including data collection
and validation scheme, is established. Section V presents
a comprehensive comparative study in terms of transfer-
able driver models, prediction steps, and control approaches.
Finally, the conclusions are drawn in Section VI.

II. PROBLEM STATEMENT

This Section provides a detailed overview of the studied
REEV model, including its configuration and energy flow
dynamics. The energy management strategy is designed to
control the power output of the ICE to control the energy dis-
tribution between the ICE and the battery, aiming to maintain
SOC stability while minimizing fuel consumption in charge-
sustaining mode. The system’s state equations are derived
from the REEV dynamics model, which explicitly defines the
control variables, state variables, and output variables, ensur-
ing a clear representation of the energy flow and interactions
between the battery and engine.

A. REEV Configuration

The REEV configuration comprises three integral segments:
propulsion, charging, and energy storage. The propulsion
subsystem comprises a traction electric generator and a trans-
mission system responsible for propelling the vehicle. The
traction electric generator derives power from a battery pack
organized in a 120s2p configuration (120 cells in series and
2 in parallel), serving as the primary energy storage unit.
Concurrently, the charging of the battery pack is facilitated
through a generator actuated by an ICE. The dataset employed
in this study is sourced from AVL CRUISE, with detailed
parameters provided in Table I.

B. Energy Flow of the Studied REEV

To determine the energy flow of the REEV, a com-
monly used longitudinal dynamics model is applied here. The
required traction force Ftrac,k is equate to the combination of
acceleration resistance Facce,k, aerodynamic resistance Faero,k ,
rolling resistance Froll,k , and grade resistance Fgrad,k . It can
be written as:

Ftrac,k = Facce,k + Faero,k + Froll,k + Fgrad,k (1)
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in which 
Facce,k = m · ak

Faero,k =
1
2
ρ · Cd · A f · v2

k

Froll,k = Cr · m · g · cos(θk)

Fgrad,k = m · g · sin(θk)

(2)

where k is the discrete-time point; m is the mass of the vehicle;
ak is the acceleration of the vehicle; ρ is the density of air; Cd
is the drag coefficient; A f is the frontal area of the vehicle;
vk is the speed of the REEV; Cr is the rolling resistance
coefficient, which quantifies the resistance to rolling on a
surface; g is the acceleration due to gravity; θk is the slope
grade angle. Then, the wheel torque Twheel,k and wheel speed
nwheel,k , are derived from the traction force by: nwheel,k =

vk

Rwheel
Twheel,k = Ftrac,k · Rwheel

(3)

where Rwheel is the wheel radius. Then, the electric traction
motors are informed by the wheel dynamics. Considering the
torque and power limitation of the motor under a certain motor
speed, the traction motor speed nmot,t and torque Tmot,k can
be described as following equations. nmot,k = nwheel,k · itran

Tmot,k =
Twheel,k

itran · ηtran

(4)

where itrans is the total transmission ratio from the motor to
the wheel; ηtran is the efficiency of the transmission system.
Then the power of the traction motor can be written as:

Pmot,k = Tmot,k · nmot,k · ηmot (5)

where ηmot is the efficiency of motor. The traction motor is
powered by the battery pack, whose state of charge (SOC) is
influenced by the power from both the electric traction motor
Pmot,k and the generator Pgen,k , which can be written as:

Pbat,k = Pmot,k + Pgen,k (6)

The battery can be modeled as the internal resistance
model. According to Kirchhoff’s law of closed-loop circuit,
the battery current Ibat,k can be calculated using the equation:

Ibat,k =
Voc −

√
V 2

oc − 4Rint · Pbat,k

2Rint
(7)

where, Voc is the voltage of open circuit; Rint is the internal
resistance; Pbat,k is the required power. The output power of
the generator Pgen,k is:

Pgen,k = Tice,k · nice,k · ηgen (8)

where Tice,k is the engine torque, nice,k means the engine
rotational speed, and ηgen is the efficiency of the generator.

So far, the REEV model can be rewritten as a nonlinear
system model: {

xk+1 = f (xk, uk)

yk = Cxk
(9)

where C denotes the identity matrix, xk denotes the state
vector, uk denotes the control vector, and yk denotes the output
vector of the REEV model, and they are defined as follows.{

xk = [SOCk, Ek]
⊤

uk = Pgen,k
(10)

where SOCk can be calculated using the equation:

SOCk = SOCk0 +
1

Qmax

N∑
k=1

Ibat,k (11)

where SOCk0 is the initial state of charge, Ibat,k is the battery
current during the time step, and Qmax is the maximum
capacity of the battery. Ek is the total fuel consumption, which
is obtained by integrating the fuel consumption rate ṁ f,k :

Ek =

N∑
k=1

ṁ f,k (12)

III. EXPERIENCE-SHARED VARIABLE-STEP PREDICTIVE
CONTROL APPORACH

To improve energy-saving performance while reducing the
driver predictive model’s sample size, this paper proposes
an experience-shared variable-step prediction control approach
for REEVs. As shown in Fig.1, the transferable driver model
comprises three distinct components: dynamic time warping,
Procrustes analysis, and Gaussian mixture model-Gaussian
mixture regression (GMM-GMR). Considering the variability
in driving behaviors, the experience-sharing mechanism lever-
ages the distribution characteristics of drivers in the source
domain and a limited number of samples from the target
domain to fully represent the driving features of drivers in
the target domain. In data-driven driver behavior modeling,
the purpose of establishing a transferable model is to find the
samples in the source domain that can be used for modeling in
the target domain, to expand the dataset of the target domain,
and ultimately solve the problem of modeling new drivers
under data sparse conditions. The results of the transferable
model are used as the predictive speed for MPC, in which the
confidence level is used to adjust the evaluation length of the
speed prediction. The evolutionary algorithm, i.e., the GWO
algorithm, is applied to prevent the solver from falling into
local optima.

A. Source to Target Domain Mapping

The dynamic time warping initially emerged for aligning
two temporal trajectories by determining an optimal “warping
path” through dynamic programming [32]. The cost function
minimizes the distance between corresponding sample points,
typically measured using the Euclidean distance. In driver
behavior transfer learning, dynamic time warping identifies
corresponding points in steering wheel angle change trajecto-
ries between a source and a target driver. The warping path
ensures each target domain sample point aligns with at least
one source domain point. This path, represented as a matrix
w, delineates the corresponding points between drivers. Once
a warping path is established between a source and a target
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Fig. 1. The illustration of experience-shared variable-step predictive control
using transferable driver model: a) design process of transferable driver model;
and b) workflow of variable-step evolutionary MPC.

driver, the corresponding points along this path are distinctly
defined and can be encapsulated in a Boolean matrix denoted
as W, which only includes 0 and 1 for corresponding pairing.

W =

 w11 · · · w1Nta
...

. . .
...

wNs 1 · · · wNs Nta

 (13)

where each element w = (i, j) constitutes an index pair,
it means i th sample from the source driver’s data is cor-
responding to j th sample from the target driver’s data.
Consequently, the warping path can be formally defined as:

w = (w1, w2, . . . , wL) (14)

where L is the length of the warping path and wl ∈ W, with l
equates to 1, 2, . . . , L . To determine the warping path, a com-
monly utilized approach is to minimize the similarity cost
function. The extended feature from source and target drivers
are defined as Zta and Zso, which is the concatenation of input
feature and prediction label. It will be clearly defined in the
experimental setup. The similarity cost function employed by
dynamic time warping can be defined as

J (wl) =

L∑
t=l

∥∥Zta
wk

− Zso
wk

∥∥2 (15)

where ∥·∥ is the Euclidean norm. An effective dynamic time
warping must meet three conditions: boundary condition,
monotonicity condition, and step-size condition [32]. Under
the aforementioned constraints, the optimal warping path can
be iteratively solved using the dynamic programming method.
The Bellman equation utilized in the dynamic programming

approach is as follows:

w∗

l = arg min
w∈W

L∑
k=l

∥∥Zta
wk

− Zso
wk

∥∥2

= arg min
w∈W

(∥∥Zta
wl

− Zso
wl

∥∥2
+ J (wl+1)

)
(16)

where l and l + 1 are adjacent index pairs.

B. Driver Experience Sharing

To solve the problem of insufficient data in the target
domain, our goal is to expand the target dataset. The additional
samples come from the transformation of samples in the source
domain. The specific transformation matrix can be obtained
by the corresponding wrapping path identified through the
dynamic time warping. Given a source domain dataset Zso

and a target domain dataset Zta , Procrustes analysis facilitates
this transfer via a linear transformation [33]. The local linear
mapping relationship is formally characterized as a transfor-
mation matrix from the source domain to the target domain.
This Procrustes analysis process can be articulated as follows:

Q∗
=

(
6so,so)−1

6ta,so (17)

6so,so and 6ta,so are covariance matrices:

6so,so
=

1
N ta

N ta∑
i=1

(Zso
i − Z̄so)(Zso

i − Z̄so)⊤ (18)

6ta,so
=

1
N ta

N ta∑
j=1

(Zta
j − Z̄ta)(Zso

j − Z̄so)⊤ (19)

where Z̄so and Z̄ta are means of Zso and Zta . After the linear
transformation of PA, Z for GMM-GMR can be written as:

Z = [Q∗Zso, Zta
] (20)

C. Driver Behavior Modeling

A GMM is a probabilistic model that assumes data is
generated from a mixture of several Gaussian distributions,
each with its mean and variance [34]. It’s used for applications
like clustering and pattern recognition, where data exhibits
multi-modal characteristics. In a multi-dimensional space with
multiple random variables, the probability density function of
the multi-dimensional Gaussian distribution takes the form:

p(z|π1:H , µ1:H , 61:H ) =

H∑
h=1

πhN (z|µh, 6h)

=

H∑
h=1

πh

(2π)D/2|6h |1/2

× exp
(

−
1
2
(z−µh)T 6−1

h (z−µh)

)
(21)

where each Gaussian distribution is referred to as a Gaussian
component. H ∈ 𭟋 is the number of components. µh and
6h are the mean and variance of hth Gaussian distribution.
πh ∈ (0, 1) is the weight of hth Gaussian distribution with
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∑K
k=1 πk = 1. The parameter identification of the GMM

can be accomplished through the Expectation-Maximization
algorithm. The final model parameters 2 are represented as
follows:

2 = {πh, µh, 6h}
H
h=1 (22)

The GMM obtained from training with observed samples is
denoted as:

p(Zk |2) =

H∑
h=1

πhN (Zk |µh, 6h) (23)

where µh and 6h can be expressed as:

µh =

[
µs

h
µa

h

]
(24)

6h =

[
6s

h 6sa
h

6as
h 6a

h

]
(25)

At time k, given the input state feature Zk , the GMR can
calculate the output ak based on the parameters of the GMM.
For each component h, the inferring process is formulated as
follows:

µ̂a
h = µa

h + 6as
h

(
6ss

h
)−1 (

Zk − µs
h
)

(26)

6̂a
h = 6a

h − 6as
h (6s

h)−16sa
h (27)

The output mean µ̂a and uncertainty 6̂a is the aggregation
of all h GMM components,

hh =
πhN (Zk |µ

s
h, 6s

h)∑H
j=1 π jN (Zk |µ

s
j , 6

s
j )

(28)

µ̂a
=

H∑
h=1

hhµ̂a
h(Zk) (29)

6̂a
=

H∑
h=1

wh6̂a
h (Zk) (30)

where wh is the weight of each component. The uncertainty
6̂a can be served as the confidence level for the downstream
task. In the multi-step prediction, all predicted uncertainties in
the future steps are normalized to (0, 1).

D. Variable-Setp Evolutionary MPC

To prevent the solver of MPC from falling into local optima,
a nature-inspired evolutionary algorithm GWO is applied
here. The GWO algorithm has emerged as a nature-inspired
metaheuristic algorithm that demonstrates distinctive efficacy
in addressing the global optimization issue [20]. GWO should
maintain diversity within the solution space by emulating the
collaborative and individualistic tendencies of grey wolves.
To optimize the energy management between SOC and fuel
consumption, the optimal output power of ICE is searched by
GWO based on the predicted speed. To handle the difficulty of
the timeliness of rolling optimization for the MPC approach,
the REEV system model, Eq. (9), can be defined as:

xk+1 = f (xk, uk) (31)

The objective cost function defined with consideration of
SOC and fuel consumption can be defined as:

Jk = J1 ·
1

J 1∗
·

1
J1,max

+ J2 ·
1

J 2∗
·

1
J2,max

(32)

where J1,max and J2,max are the maximum value used for
normalization; J 1

∗ and J 2
∗ are scaling coefficients of opti-

mization targets J 1 and J 2, which are defined as: J1 =

∑k=N

k=1
Ek

J2 =

∑k=N

k=1
(|SOCk-1 − SOCk |)

(33)

where N is the length of the predicted speed.
Furthermore, the MPC approach offers a significant benefit

in effectively addressing operational constraints of the cost
function, as pointed out in [35], which can be written as:{

xmin ≤ xk ≤ xmax

umin ≤ uk ≤ umax
(34)

where xk and uk are defined in Eq. (13). Here, xmin and
xmax is the matrix of SOC and fuel consumption, which are
[0.67, 0]

⊤ and [0.68, 7.26]
⊤. The maximum fuel consumption

is calculated based on the maximum output power of ICE of
the studied REEV. Next, the cumulative cost function with the
prediction sequence undergoes optimization by applying the
GWO algorithm. GWO algorithm is a recognized optimization
technique inspired by the social behavior of wolves [36], [37].

By simulating both collaborative and solitary behaviors
inherent in grey wolves, the GWO algorithm ensures the
preservation of a diverse set of solution possibilities within
the optimization problem. Consequently, the cost function, Eq.
(32), is effectively addressed by applying the GWO method.

IV. EXPERIMENTAL SET-UP

To evaluate the proposed experience-shared variable-step
predictive control approach, a driving cockpit simulator with
IPG Carmaker is established. Five different drivers are invited
to do a virtual driving. The validation procedure is designed
and dedicated to testing the proposed approach’s effectiveness
on a REEV in different scenarios.

A. Data Collection and Profile

Thrustmaster T500RS consists of a steering wheel and
pedals with force feedback. The pedal position and steering
wheel angle signals are sent via USB 3.0 to the IPG Carmaker
installed on the host PC, which then displays the driving
scenario on monitors. This cockpit simulator is used to realize
the driver’s interaction with the virtual driving scenarios built
in the IPG Carmaker. The scenario consists of a two-way
single-lane road with flat, uphill, downhill, curved, and straight
roads with traffic. A REEV with an automatic gearbox is
selected as the vehicle and five drivers are invited to drive
an identical test track. The collection process of the driving
profile is shown in Fig. 2.

The drivers were exposed to identical driving conditions
and were expected to conform to the speed limits as well
as other driving laws. The speed limit varied along the test
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Fig. 2. Data collection process of using drver-in-the-loop co-simulation
platform.

TABLE II
INFORMATION OF HUMAN DRIVER PARTICIPANTS

track, with speed limits in different scenarios. The speed limit
is 50 km/h on uphill and downhill sections, 60 km/h on
flat curved sections, and 90 km/h on flat straight lines. The
information on the five drivers is shown in Table II.

The measured variables during the simulator testing are
as follows: vehicle speed, v, wheel steering angle, δ, gas
pedal position, Pgas, and brake pedal position, Pbrake. These
measured variables were recorded with a 10 Hz sampling
frequency across a 10-minute testing period, thus leading to
6000 measured points per driver, totaling 30000 samples.

B. Validation Procedure

The validation procedure is carefully designed to system-
atically evaluate the proposed MPC approach. Section III
presents the general formulation for transferable driver mod-
eling, where the extended features of driver behavior are
formulated as zk = [sk, ak]. Considering that driving speed is
a continuously changing process, sk is defined as the vehicle
state and driver control information over the past Npast time
steps sk = [Xk−Npast +1, . . . , Xk]. Similarly, ak = Xk+1. Based
on the features collected during the data acquisition process,
X = [v, Pgas, Pbrake, δ], where v denotes vehicle speed, Pgas
denotes gas pedal position, Pbrake denotes brake pedal position,
and δ denotes wheel steering angle. To generate multi-step
predictions about future driving speeds, a rolling prediction
strategy is adopted. It first predicts ak , then recombines past
Npast − 1 time-steps’ features sk+1. And so forth, the model
achieves rolling prediction. Simultaneously, to streamline the
model training process, the collected data underwent down-
sampling into 2 Hz as commonly used in most cases.

V. RESULTS AND DISCUSSION

A thorough comparative study is conducted to evaluate the
efficacy of the experience-shared variable-step predictive con-
trol approach. First, the transferable driver model undergoes

Fig. 3. The result of the variation of target sample sizes. Driver 1 is the source
driver and Driver 4 is the target driver. The RMSE is the difference between
prediction from the model and ground truth from the collected demonstration.

testing to validate its effectiveness. Secondly, the impact of
the MPC approach is scrutinized in-depth under both fixed
prediction step and variable-step prediction conditions. Finally,
a robustness analysis is carried out among the LQR-driven
MPC, PSO-driven MPC, and GWO-driven MPC.

A. The Performance of Transferable Driver Model

After the initial dynamic time warping process, the estab-
lished warping path records index pairs between the source
and target drivers, signifying correspondences. Due to sample
quantity discrepancies, most target samples correspond to
multiple source samples. This study adopts the midpoint of the
sequence as the corresponding point for source-driving data.
Subsequently, this result undergoes sample transfer via PA.
The proposed transferable driver model is compared with two
other methods: GMR-ST and GMR-S. GMR-S means training
the model on the source driver’s data and testing it on the
target driver’s data, while GMR-ST means training on a mix
of sample source driver data and a smaller amount of target
driver data. Twenty experimental groups were conducted, with
five drivers alternately serving as source and target drivers.
Table III depicts changes in prediction accuracy (RMSE) for
each method in each experiment group, considering variations
in the amount of data from the target driver.

The observed trend indicates a decrease in prediction error
for all models as the volume of data increases. This under-
scores that, for driver learning models utilizing statistical
learning methods, an augmentation in data volume substan-
tially improves model performance, as illustrated in Fig. 3.
Secondly, in any experiment transitioning from a source driver
to a target driver, the model based on transfer learning methods
consistently outperforms the other two baseline methods. This
signifies that the transfer learning approach proposed in this
paper enhances model performance, especially when the data
volume for the target driver is small, showcasing a signif-
icant performance gap compared to non-transfer methods.
As the data volume increases, the performance gap gradually
diminishes. Thirdly, for the two non-transfer methods, it is
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TABLE III
THE RMSE OF USING THREE TRANSFER METHODS WITH DIFFERENT SAMPLE SIZES

TABLE IV
RESULTS OF USING THREE TRANSFER METHODS

observed that the driver model incorporating data from the
target driver exhibits a smaller error. This implies that a model
trained on one driver should not be universally applied to all
other drivers for personalized driver modeling. Collecting new
data for a different driver contributes to enhancing prediction
performance.

In the approach delineated in this paper, the objective of
multi-step driver prediction is its application in downstream
energy management tasks. Fig. 4 depicts the predicted driving
speed for the next 2 seconds in a 600-second driving cycle,
comparing three methods. The detailed information is shown
in Table IV. The results show that using transfer learning
has the lowest maximum mean absolute error (MAE), average
MAE, and average root mean square error (RMSE), therefore
it is selected using in velocity predictor.

B. Fixed-Step Vs Variable-Step in MPC

Based on the results of the transferable driver model, the
predicted speed is utilized in the proposed MPC approach.
In this approach, the length of the prediction step is determined
by the confidence level, as defined in Eq. (30). Fig. 5 illustrates
the mapping relationship between the confidence levels and the
prediction steps, and further impact on the studied REEV. The
color bar shows the value of the confidence level, which serves
as the threshold for determining the number of prediction
steps. The yellow color represents the highest confidence level
with 20 prediction steps, while deep blue indicates the lowest
confidence with non-prediction approach which means solving

in real time using only the speed at the current time. This
adaptive approach aims to optimize performance over time by
adjusting prediction steps according to the confidence level.
It should be noted that the prediction step length does not
directly correlate with fuel efficiency at each time step.

Fig. 6 observes the impact of different prediction steps on
the REEV’s performance using the proposed MPC approach.
Without prediction, the REEV using the proposed MPC
approach cannot maintain the target SOC level, resulting in the
highest instability. In contrast, the variable-step MPC approach
demonstrates the least variance in SOC, suggesting a more
stable performance. This reduced variability is achieved by
evaluating driver behavior and adjusting the prediction steps
in real time. It helps stabilize the SOC within the desired level.

Fig. 7 illustrates the statistical distribution of SOC and
fuel consumption across different prediction steps in charge-
sustaining mode. To observe the performance, the equivalent
prediction step (fixed to 9) is the mean value of the variable
prediction step. Compared to fixed-step ones, the variable-step
MPC approach helps the REEV system achieve the least
variation in SOC. The result shows that with 15 prediction
steps is 4.94% higher than that with non-prediction and 0.27%
higher than that with 10 steps.

C. Vehicle System Robustness of Using Different MPC
Approaches

The effectiveness of optimization solvers is paramount
for achieving desired system performance. This study
quantitatively compares the LQR-driven, PSO-driven, and
GWO-driven MPC approach. Firstly, because the fitness value
of LQR-driven MPC is a constant, therefore only PSO-driven
and GWO-driven MPC is compared in Fig. 8. The real-time
fitness refers to the cost function value calculated by iterations
at each time step. To show the computational efficiency of
algorithms, the maximum number of iterations for PSO and
GWO is set to 100 and the number of agents is set to 5.
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Fig. 4. The prediction results using three transfer methods based on the GMR model.

Fig. 5. The real-time performance of the studied REEV: a) prediction step
and the confidence level; and b) fuel consumption and SOC.

Fig. 6. Real-time performance under three different prediction steps: a) SOC;
and b) fuel consumption.

Fig. 7. Statistical results with various prediction steps: a) distribution of
SOC’s value; and b) distribution of fuel consumption.

It can be seen that the mean value of cumulative mean
fitness by using PSO as the solver in the MPC framework
is lower than that of using GWO until 7s, which may be

Fig. 8. Real-time fitness solved by PSO-driven and GWO-driven MPC
approaches: a) cumulative mean fitness; b) real-time fitness by PSO and GWO;
c) convergence curve in 7 s; d) convergence curve in 300 s; and e) convergence
curve in 500 s.

TABLE V
PERFORMANCE COMPARISON OF USING DIFFERENT

SOLVERS IN MPC

due to GWO having a larger initial random value in the
first second. However, after that, it is clear that the fitness
value of using GWO as the solver is significantly smaller.
The cumulative mean fitness by using GWO is 0.52% lower
than using PSO. The result demonstrates that the GWO has
the ability to achieve convergence within 20 iterations at each
time step.

Table V shows the comparison between the variance value
of SOC, fuel consumption, and fuel savings using LQR,
PSO, and GWO as the solver of the MPC framework with
three different prediction steps. The variance of SOC provides
information about the variation of the system state. In all
cases, MPC with using an LQR solver has the highest variance
value of SOC, indicating a higher variability in its results.
The fuel consumption of the REEV using the LQR-driven
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TABLE VI
FUEL CONSUMPTION AND SOC VARIANCE UNDER DIFFERENT

INITIAL CONDITIONS

MPC approach is selected as the baseline to compare with
PSO-driven and GWO-driven MPC approaches. With using
GWO as the solver of the variable-step prediction MPC
framework, the studied REEV has the lowest fuel consumption
(L/100kM), which saves 3.90% in compared with using the
LQR as the solver, and 0.20% compared with using PSO.
Under using the GWO as the solver in the MPC framework,
the REEV using variable prediction step MPC approach has
the lowest fuel consumption (L/100kM), which saves 3.17%
compared with none prediction MPC approach and 0.8%
compared to using equivalent step MPC approach.

Table VI presents the fuel consumption and SOC dynamics
under various initial SOC to target SOC conditions. To ensure
that the battery reaches the target SOC, all driver data were
concatenated to establish a 3000-second driving cycle. It is
observed that the higher the initial SOC, the lower the fuel
consumption of the REEV, primarily because there is a period
where the battery predominantly discharges before reaching
the target SOC. Additionally, the variance of SOC after
stabilization also shows a similar decreasing trend, reflecting
the longer duration required for battery discharging, especially
evident during the discharge from 0.8 to 0.2. Overall, all SOC
variances are very small, indicating minimal variability in SOC
once the target SOC is reached.

VI. CONCLUSION

This paper leverages an experience-shared approach to
variable-step predictive control to improve range-extended
electric vehicles (REEV) energy efficiency. The performance
has been comprehensively evaluated through a driver-in-the-
loop co-simulation platform. The comparative study includes
the performance of a transferable driver model, different pre-
diction steps in model predictive control (MPC), and vehicle
system robustness using different solvers in MPC.

1) The proposed experience-shared variable-step predictive
control approach has been validated that have the ability
to achieve the variable-step predictive control.

2) The transferable driver model has the lowest mean
RMSE at 300 sample sizes when using transfer learning
(3.08), compared to Gaussian mixed regression (GMR)
with target driver data (29.4) and GMR with both source
and target driver data (4.82).

3) In the vehicle system robustness, the violin plot shows
that the distribution of the state of charge (SOC) values
becomes more concentrated and the distribution of fuel
consumption becomes lower as the prediction step length
increases. The proposed variable-step MPC approach

breaks this pattern and achieves the lowest fuel con-
sumption.

4) Under the variable-step MPC frame, compared to using
LQR as the solver, fuel consumption savings of 3.7%
(L/100kM) were achieved by particle swarm optimiza-
tion, and 3.9% (L/100kM) by grey wolf optimization
(GWO).

The proposed experience-shared variable-step MPC
approach has the potential to be deployed in various levels
of automotive applications, such as battery management
systems. External factors such as weather and altitude can
be integrated into the transferable driver model for more
accurate speed prediction.
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