
  

1 

Abstract—Because of the high accuracy and low cost, 
learning-based methods have been widely used to model driver 
behaviors in various scenarios. However, the performance of 
learning-based methods depend heavily on the quantity and 
coverage of the driving data.   When the new driver with 
insufficient data is considered, the accuracy of these methods 
cannot be guaranteed any more. To solve this problem, the 
balanced distribution adaptation (BDA) is used to build the new 
driver’s decision making model in the lane change (LC) scenario. 
Meanwhile, a transfer learning (TL) based regression model, 
modified BDA (MBDA) is proposed to predict the driver’s 
steering behavior during the LC maneuver. Cross validation 
(CV) based model selection (MS) method is developed to obtain 
the optimal parameters in model training process. A series of 
experiments are carried out based on the simulated and 
naturalistic driving data to verify the TL based classification 
and regression models. The experimental results indicate that 
the BDA and MBDA have an outstanding ability in knowledge 
transfer. Compared with support vector machine (SVM) and 
Gaussian mixture regression (GMR), the proposed methods 
show a better performance in the decision making of lane 
keep/change and the prediction of the driver’s steering 
operation. 

I. INTRODUCTION 

Many researchers focus on the data-driven methods using 
machine learning algorithms due to their flexibility and 
adaptability. Traditional data-driven methods are proposed 
and developed using statistical learning [1, 2], deep learning 
[3-6], reinforcement learning [7] and hybrid dynamics 
systems [8-10] in various scenarios, such as, lane change, car 
following and obstacle avoidance. 

In [11] and [12], the on road naturalistic driving data is 
collected to analysis the driver’s lane change behaviors, 
which pays more attention on the interaction between the ego 
vehicle and surrounding vehicles from an vehicle trajectory 
perspective. To solve the Multivariate Time Series (MTS) 
problem in lane change scenarios, [13] proposed to recognize 
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the lane change intention by Group-wise Convolutional 
Neural Network (MTS-GCNN) based on three types of 
driving information. [14] proposed a framework by 
combining the hidden Markov model (HMM) and Bayesian 
filtering (BF) to build the driver’s lane change decision 
making model. A steering angles predictor based on adaptive 
fuzzy neural network (AFNN) is proposed by [15] to predict 
the lane change behaviors based on a high fidelity simulator. 
In [7], a reinforcement learning (RL) based framework is 
proposed to learning the driver specific behavior in the 
overtaking scenario.  

With the development of the data science, the learning 
based data driven methods can recognize and predict the 
driver behavior with a high accuracy and a minor error. But 
the driver model built by data driven methods is personalized 
and performs well on the specific driver. The adaptation of 
models between different drivers with characteristic 
differences is difficult, which leads to the high demand of the 
number of the specific-driver data. In many practical 
situations, the implicit assumption of driving data is hard to 
be satisfied due to the time consuming in data collection, data 
process and data labeling. How to build the personalized and 
specific driver model with sufficient historical driving data 
and insufficient driving data for the new driver is the key to 
develop the learning based data driven methods. In this paper, 
we propose to solve the problems above based on the transfer 
learning methods. 

The definition of transfer learning is to transfer the 
knowledge or parameters from one domain (source domain) 
to another different but similar domain (target domain) and 
solve the problem in new domain when the two domains are 
in different but relevant feature and distribution [16]. The 
reason why we research and apply transfer learning is to 
speed up the learning process or improve the model in the 
new different domain with insufficient training data. As a 
new learning framework to address the machine learning 
problem, transfer learning earns a great success in 
classification [17], image recognition [18], wifi localization 
[19], robot models [20], deep learning and reinforcement 
learning [21]. As for the intelligent vehicle (IV), [7] proposed 
the modified local procrustes analysis (MLPA) based on the 
manifold alignment (MA) to build the driver model in the 
overtaking scenarios, which accurately predicted the driver’s 
steering operation with insufficient driving data. In [22], the 
secondary driving tasks are recognized by “fine-turning” the 
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convolutional neural network (CNN), which transfers the 
pre-trained CNN’s parameters to speed up the training 
process. In [23], reinforcement learning (RL) is combined 
with transfer learning to update the policy of lane keep, lane 
change and obstacle avoidance in target domain. It performs 
better than traditional RL methods in the new target 
environment. In this paper, BDA is introduced to recognizing 
the target driver’s lane change/lane keep (LC/LK) decision 
making by considering both marginal distribution and 
conditional distribution [24]. To predict the driver’s steering 
behavior by regression model, MBDA is proposed to build 
the target driver’s steering model with insufficient driving 
data. 

The main contributions of this paper are as follows: 
1. Build the target driver’s LC/LK decision making model 
with insufficient driving data based on transfer learning based 
method-BDA.  
2. Considering to exactly predict the new driver’s steering 
behavior, modified BDA (MBDA) is proposed to build the 
transfer learning based driver’s steering model. It provides an 
effective method to build the personalized driver model for 
new driver with insufficient driving data. 
3. To avoid selecting the model’s parameters manually, cross 
validation (CV) based model selection (MS) method, CVMS, 
is developed to obtain the optimal parameters. 

II. PROBLEM FORMULATION 

A.  The Lane Change Scenario and Driver Model 
The lane change scenario considered in this paper is shown in 
figure 1. 

x
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Figure 1.  The lane change scenario 

A successful lane change behavior relies on the driver’s 
action of operating the steering wheel. The driver model built 
in this paper only focus on the lateral control of the host 
vehicle. In order to establish the lane change driver model for 
the LC/LK decision making and the steering operation, the 
state at time step t , as the input of the model, is defined as 
below. 

 , , , , , , ,[ , , , , , , ]t h t h t h t f t f t h t h tx y x y vθ α=s   (1) 
Where ,h tx and ,h ty  represent the longitudinal and the lateral 
position of the host vehicle at time step t , similarly, ,f tx and 

,f ty are longitudinal and the lateral distance of the front 
vehicle at time step t . The four states above can influence the 
driver’s cognition of the relative location of two vehicles.  

,h tθ , ,h tv and ,h tα represent the heading angle, velocity and 
steering wheel angle of host vehicle at time step t , 
respectively. 

In this paper we only concentrate on the lateral control of 
the vehicle, so the output for the driver model are LC/LK 
decision making td  and steering wheel angle (SWA) , 1h tα +  

according to the current states. In lane change scenario, the 
decision making is about whether or not to make a lane 
change and the action is the driver’s SWA. Thus, we can 
define the action of the model at time step t  as: 

 
0,
1,t

lane keep
d

lane change


= 


  (2) 

 , 1t h ta α +=   (3) 

Where td  is the LC/LK decision making value.  

B.  Transfer learning  
In order to build a personalized driver model for a specific 

driving behavior with a high accuracy in inferring or 
predicting, as much as possible situation should be covered as 
the training data for the data driven method. However, data 
collection is time consuming and has several limitations:  
1. Sensor-based data collection for naturalistic driving data 

is expensive. The analysis process is always time 
consuming, which includes manually extracting situation 
from useful and useless driving data [25, 26]. 

2. Data collection in simulation environment is efficient 
and relatively economic. Since there is an inherent 
difference between the simulated scenario and the 
naturalistic scenario, the data collected in simulation 
cannot completely describe the real road condition.  

3. The driver model built by the personalized driving data 
collection and analysis only fit the single driver whose 
driving data is collected and analyzed. The model’s 
performance decrease rapidly for another driver’s 
driving data. Therefore, for a new driver with few driving 
data, the personalized driver model has limited ability in 
adaptation and generalization. 

The target of transfer learning is to transfer instance level 
knowledge from source domain (sufficient data) to target 
domain (insufficient data) and solve the specific problem in 
target domain. If sufficient driving data is collected for the 
target driver, the transfer learning based methods are not 
needed. In this paper, we mainly focus on the situation that 
the classification and regression model are built by 
insufficient driving data from the target driver and sufficient 
driving data from source driver.  

As for classification problem, BDA is introduced to 
recognize the target driver’s LK/LC decision making. But for 
the prediction of the steering wheel angle, which is the 
continuous variables, no label is provided for the model’s 
calculation. Based on the general BDA, a modified BDA 
(MBDA) is proposed to solve the regression for the target 
driver’s steering wheel angle. 

III. METHOD 
To solve the problems discussed above, two driver models 

are developed based on BDA: lane change/keep 
decision-making model and the driver’s steering model. In 
order to obtain the driver’s steering model, an adaptive 
transfer learning method, modified BDA (MBDA), is 
proposed. Finally, considering that model’s parameters are 
distinct in different cases, which is time consuming to select 
the ideal parameters manually, we proposed a cross validation 
(CV) based method CVMS to obtain the optimal parameters. 
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A.  Classification 
For the difference of distribution between driver models, 

we use transfer-learning method to adapt the domain of two 
drivers’ driving data, which is called domain adaption. 
Domain adaption aims to adapt the different domains usually 
by adapting marginal or conditional distribution to reduce the 
distance between two domains. For the purpose of 
minimizing the error brought by the model transferring, the 
difference of both marginal and conditional distribution 
between driver models are considered. And Thus, we 
introduce Balanced Domain Adaption (BDA)[27], a transfer 
learning method, to train the classifier. BDA adapts both 
marginal and conditional distributions between domains with 
a balance factor µ  to weight the importance of distributions 
so as to reduce the distance between two domains: 

( , ) (1 ) ( ( ), ( )) ( ( | ), ( | ))s t s t s s t tD D D P P D P y P yµ µ≈ − +s s s s
 
 (4) 

By adopting maximum mean discrepancy (MMD) to 
evaluate the distance, the equation can then be written as: 
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Where ( ) { : ( ) }c
s i i s id c= ∈ ∧ =s s s  is the set of examples 

belonging to class c  in the source domain, ( )id s is the 
decision making value according to the current state is , and 

( )c
c sn =  . ( ) ˆ{ : ( ) }c

t j j t jd c= ∈ ∧ =s s s  is the set of 

examples belonging to class c in the target data, where ˆ( )jd s
is the soft label of js  using K-Nearest Neighbor(KNN) 

trained by source data, and ( )c
c tm =  .Then this problem can 

be described as an optimization problem: 
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Where [ , ]s t=S s s  and λ  is the regularization parameter.

( ) ( )n m n m+ × +∈I   is the identity matrix, 1( )
n

= −H I 1  is the 

centering matrix. 0M and cM  are the MMD matrix of 
marginal and conditional distribution, respectively, which 
can be calculated as follows: 
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Using the Lagrange Multiplier Method, the Lagrange 
multiplier is defined as 1 2( , ,..., )dφ φ φ=Φ . And the Lagrange 
function is: 
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The optimization process is derived as a generalized Eigen 

decomposition problem at 0L∂
=

∂A
: 

 0
1

( ((1 ) ) ) )
C

T T

c
µ µ λ

=

− + + = Φ∑ cS M M S I A SHS A   (10) 

The transformation matrix A  is obtained by solving the 
equation above. With the transformation matrix A the 
adaptive states can be presented as T

new =S A S , which can be 
taken as the input in the next iteration. In each iteration, A as 
well as the soft labels is updated. The soft label will be more 
similar to the target driver with the iteration and thus 
contributes to the performance of the next iteration. After the 
iteration, without further calculation we can output the latest 
soft labels as the decision of the driver’s LK/LC model. 

B. Regression 
In order to predict the SWA of target driver according to the 
current driving state s  at time t , a transfer learning based 
regression model is needed. However, BDA is developed for 
classification, which cannot solve the regression problem. 
The action value (label) in regression problem is enormous, 
which cause ( )c

s to be overfitting. Conditional distribution 

part 
1

C

c
µ

=
∑ cM in (6) is difficult to calculate and inaccurately 

composed. Therefore, we proposed an adaptive transfer 
learning method MBDA to build the transfer learning 
regression model by generating pseudo labels to substitute the 
regression value in BDA and solve the computational and 
overfitting problem. Using MBDA, the data in source domain 
and target domain can be adapted by forming a new target 
domain that is enlarged with sufficient labeled data from 
source domain. Traditional regression model GMR is then 
introduced to learn the driver’s steering model under the 
enlarged target domain.  

To generate pseudo labels for source data, we applied 
Gaussian Mixture Model (GMM), an unsupervised 
classification model. And GMM can be presented as follows: 

 
1

( ) ( ; , )
K

j k j k k
k

p π
=

= ∑ξ ξ μ Σ   (11) 
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Where [ , , ]T
j j j j=ξ s a d  is the feature matrix and K  is the 

components of the mixture models. { , , }k k kπ μ Σ are the 
parameters of Gaussian component kθ , in which  kπ  is the 
prior probability, kμ  is the mean vector and kΣ is the 
covariance matrix.   

The parameters of GMM can be estimated using standard 
expectation maximization (EM) algorithm while apply 
k-means to set an initial estimate and avoid being trapped into 
a poor local minimum. Pseudo labels of source data ˆ sa  is 
then generated with GMM: 

 
1

arg max{Pr( | )}s s
l k

l
≤ ≤

=a ξ .  (12) 

 With pseudo labels sa  substituting the SWA sa , we can 
apply BDA to adapt the domain of two driver models. The 
distance can then be calculated using (5) where

( ) { : ( ) }c
s i i s ia c= ∈ ∧ =s s s   and
( ) ˆ{ : ( ) }c
t j j t ja c= ∈ ∧ =s s s   . With MMD matrixes 

composed, we can acquire transferred matrix A  by solving 
(10). The states in the new domain can be represented as 

[ , ] [ , ]T T
new s t snew tnew= = =S A S A s s s s . We then consider this 

new domain as new target domain and apply traditional 
regression model GMR under this new domain for the 
regression problem.  

Parameter of Gaussian component kθ  can be acquired by 
training set [ , , ]T

s snew s s=ξ s a d . In each GMM model, the 
input and output parameters are separated the mean and 
covariance matrix can be defined as: 
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The expectation of SWA of target driver model ,te ia at time 

step i  given ˆ
jξ and kθ can then be iteratively calculated as: 
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C. Cross validation based model selection 
Several parameters are adjustable in the regression and 

classification model while the chosen of model parameters 
has a great influence on the accuracy of transfer learning 
model. However, it is time-consuming to manually select the 
weight factor µ , the regularization parameter λ and the 
number of GMM components K . Cross validation (CV) 
based method, CVMS, is developed to select the optimal 
model parameters ( ) ( ) ( ) ( ){ , , }n n n nKµ λΠ = . The risk is then 
defined as: 

 ( )

1 ( , , )

1 1 ˆˆ ( , , ( ))
| | j

j

k
n

kCV
j a dj

R l a d f
k = ∈

≡ ∑ ∑
s

s


,  (17) 

where ,[ , , ]T
tnew t t t=ς s a d  is the new target set and is randomly 

divided into k  subsets 1{ }k
i i=ς . ˆ ( )

j
f s  is the prediction for

j∈s   using driver model trained by trainT  where { }j i i j≠= ς  
is the testing set and [ , ]train j sT = ς ξ  is the training set. 

The loss function ( )l ⋅ for the classification model is the 
accuracy of recognition. For the regression model, root mean 
square error (RMSE) is chosen as the loss function, 

 ( )2
( )

1

1ˆ ˆ( , ( )) ( ; )
j j

m
r n

i i
i

l a f f a
m =

= Π −∑s s   . (18) 

By minimizing the risk of the model, we can acquire the 
optimized parameters: 

 ( ) ( ) ( ) ( )( , , ) arg min ( , , )n n n n
CV CV CV kCVK R Kµ λ µ λ

Π
= .  (19) 

IV. EXPERIMENT 

In this section, the data collection and data processing 
procedure are introduced to collect and extract the driving 
data in lane change scenario. Two experiments (classification 
and regression) are conducted by the collected driving data to 
verify the proposed methods. The result of two experiments 
are described and analyzed by comparing to the method 
without transfer learning. 

A. Data collection 
In order to conduct the experiments, data collection in lane 
change scenario is necessary. To collect the driving data for 
model training efficiently, we build a simulated environment 
using the platform of PRESCAN/SIMULINK to simulate the 
driving environment. The frequency of collection is 100Hz. 
The driver’s operation is collected by Logitech G29 
equipment and send into the simulated vehicle dynamic 
system. The visualized driving environment will be feedback 
to the driver by monitors. Under the simulated environment, a 
lane change scenario is designed for different drivers to 
perform lane change. During data collection procedure, three 
drivers with different driving ages are asked to operate the 
lane change based on their own driving style and experience 
in a near constant speed. 

Logitech 
G29

 
Figure 2.  Data collection in simulated environment.  

The naturalistic data is also collected and applied to verify 
the accuracy of the BDA model, which transfer the 
knowledge from virtual to real. The naturalistic data used in 
this experiment is obtain from the public UAH DriverSet [28, 
29]. Three drivers’ LC behaviors with different states are 
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extracted manually from the whole dataset by  the playback 
software. 

B. The analysis for different drivers  
As section II mentioned, different drivers have different 

driving behaviors in conducting a lane change operation and 
the transfer learning methods are used to reduce the error 
caused by different domains (source domain and target 
domain). This difference can be observed from the data 
collected from above simulated environment in data 
perspective. As Figure 3 shows, in the same lane change 
scenario, different drivers conduct the lane change behavior 
in their own style. Comparing to driver1&driver3, driver 2 
tends to operate lane change sharper and with a greater 
steering wheel angle up to 50 deg, while driver3 prefers to 
make a lane change later compared to the other two drivers. 
These differences between drivers can cause great error when 
use the personalized driver model trained by a single driver 
and the transfer learning methods is applied and developed to 
reduce the error caused by model gap. 

(b) (c)

(a)

 
Figure 3.  The comparision between different drivers. 

For the reason that driver cannot give accurate indication 
about their lane change decisions, we need to manually label 
the collected driving data for the driver’s decision making 
model in the lane change scenario. We define the lane change 
data as a series of data that has rapidly changing steering 
wheel angle and has a latent displacement that is close to a 
lane width. Considering the complexity of the road condition 
that a trajectory may not be flat and strait, we assume that 
steering wheel angle in the start of a lane change process may 
not equals to the end of it. Thus we label the start and end of a 
lane change where they equal to their nearest stable value and 
have a minimum distance between them. Then data of the 
lane change process are labeled as lane-changing (LC) while 
the rest of them are labeled as lane-keeping (LK). 

 
Figure 4.  The result of LK/LC labelling for different drivers.  

C. Driver lane change/keep decision-making model 
Our target is to build a driver model that can efficiently 

assist the driver in making better decisions in the lane change 
scenario. To build a personalized driver model, we can collect 
sufficient data for the driver or use data from the other drivers, 
but either method is accessible enough. In this paper, the 
transfer learning based LK/LC decision-making model is 
proposed to avoid the high cost of massive data collection and 
obtain high accuracy with insufficient target driver’s driving 
data. In the first experiment, both simulated driving data 
(driver1, driver 2 and driver 3) and naturalistic driving data 
(driver R) are applied to validate the lane change/keep 
decision-making model.  

The training set is composed of the sufficient source 
driving data and insufficient target data. The rest data from 
target set are used as testing set. CV is used to choose the 
optimal model parameters. µ is chosen from  
{0,0.1,0.2,...,1.0}  and λ is chosen from
{0.01,0.05,0.1,0.5,1,5,10,50,100} .   

Except for recognizing the LK/LC decision based on 
simulated driving data, the model also recognize the LK/LC 
decision based on the naturalistic driving data. Table I 
presents results of the transfer learning based decision 
making model with simulate driving data. Noticing the gap 
between the real environment and the virtual environment, 
the performance of virtual to real decision making model is 
presented at Table II. 

Figure 5 illustrates the result of exp.1 in Table I. The target 
samples are the training data obtained from the target domain 
with insufficient driving data. Although SVM and BDA can 
achieve a high accuracy with a large M , BDA can easily 
surpass SVM with insufficient target driving data ( 30M ≤ ). 
When there are only few labeled data from target driver are 
used in training set ( 30M ≤ ), BDA obviously has a better 
performance than SVM. And the performance of BDA is 
stable at a very high level with an accuracy over 99% even if 
only few data from target driver are considered, while the 
performance of SVM relies on the labelled data from target 
driver. Overall, the transfer learning based driver decision 
making model have a good performance in reducing the error 
caused by driver differences and model gap. 

In Table II, compared to the experiment conducted by 
simulated driving data, the error of the experiment from 
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virtual to real is higher. As shown in Figure 5, with 
10 ~ 30M = , both BDA and SVM in fig.5(a) have a relative 

low accuracy about 0.7~0.8, while both methods have a 
higher accuracy in fig.5 (b) over 0.9 with the same M . With 
the increasing of M , the accuracy of BDA and SVM increase, 
but they cannot reach a high level of 0.99 in fig.5(a) and 
fig.5(b). Moreover, as to the transfer learning from virtual to 
real, BDA obtains a high accuracy (0.95) than SVM (0.90) 
with 30M > .It indicates that BDA can minish the error 
caused by the difference between virtual and real. Figure 6 
illustrates the recognizing results for continuous time series 
driving data with different M .  

(b)

(a)

 

Figure 5.  Comparison of BDA and SVM. (a) transfer from virtual to real (b) 
transfer between simulated driving data.  

(a)

(b)  
Figure 6.   The recognizing results of  LK/LC by SVM and BDA with 

TABLE I.  EXPERIMENTAL RESULTS FOR DRIVER LC/LK MODEL FOR SIMULATED DRIVING DATA 

 The Number of Target Samples 10 20 30 40 50 60 70 80 90 

1 Driver 1 to 2 
BDA (%) 99.65 99.73 99.60 99.30 99.70 99.61 99.71 99.53 99.13 
SVM (%) 90.68 95.09 95.50 94.04 96.24 98.88 98.91 99.23 98.30 

2 Driver 1 to 3 
BDA (%) 98.03 97.78 97.09 98.34 97.61 98.26 98.24 97.89 98.30 
SVM (%) 84.39 84.58 87.14 83.91 86.81 85.95 87.54 86.07 87.31 

3 Driver 2 to 1 
BDA (%) 99.37 98.95 99.82 99.39 99.80 99.29 99.54 99.29 99.49 
SVM (%) 97.79 98.20 97.64 98.36 97.83 99.13 98.33 99.03 99.22 

4 Driver 2 to 3 
BDA (%) 98.58 98.61 98.66 98.63 97.84 98.37 98.71 98.61 98.86 
SVM (%) 88.36 89.42 90.74 90.56 89.90 91.61 91.09 92.46 94.03 

5 Driver 3 to 1 
BDA (%) 90.29 93.23 94.95 91.66 96.35 94.79 95.49 97.22 97.10 
SVM (%) 79.81 80.20 81.60 84.08 77.82 81.55 82.61 83.11 84.05 

6 Driver 3 to 2 
BDA (%) 93.06 95.17 97.45 95.20 94.17 97.95 98.01 97.95 97.55 
SVM (%) 84.17 87.15 88.05 91.59 88.42 89.89 92.23 91.85 91.64 

TABLE II.  EXPERIMENTAL RESULTS FOR DRIVER LC/LK MODEL FROM VIRTUAL TO REAL 

 The Number of Target Samples 10 20 30 40 50 60 70 80 90 

1 Driver 1 to 
Driver R 

BDA (%) 78.37 84.00 96.17 93.39 95.91 97.00 97.02 96.38 97.95 
SVM (%) 70.53 82.50 84.77 87.13 83.11 88.91 89.40 90.48 89.95 

2 Driver 2 to 
Driver R 

BDA (%) 82.45 84.92 94.72 94.96 97.42 96.27 97.21 97.43 95.41 
SVM (%) 76.33 82.50 84.09 88.17 87.47 89.45 90.05 90.57 89.07 

3 Driver 3 to 
Driver R 

BDA (%) 83.35 93.58 91.15 95.65 94.93 98.27 96.93 96.48 97.37 
SVM (%) 74.69 86.33 82.13 85.83 87.11 92.09 90.70 89.14 90.05 

4 Driver R to 
Driver 1 

BDA (%) 78.90 82.12 89.37 96.69 95.99 96.18 97.72 97.64 96.55 
SVM (%) 82.47 81.76 85.19 89.89 92.41 91.86 91.78 95.04 94.08 

5 Driver R to 
Driver 2 

BDA (%) 77.65 86.46 93.02 95.12 97.02 97.05 96.45 95.16 97.95 
SVM (%) 75.37 83.17 87.91 89.93 91.72 92.18 94.36 93.11 95.46 

6 Driver R to 
Driver 2 

BDA (%) 74.41 94.00 93.63 94.71 94.11 97.43 97.14 95.63 97.24 
SVM (%) 77.75 90.36 91.57 93.75 93.42 92.71 93.20 94.00 95.84 
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different M. From top to bottom, M equals 10, 20, 30. Ground Truth in (a) is 
the LK/LC label of driver 1 data and in (b) the Ground Truth is the LK/LC 
label of driver R. 

D. Driver steering model 
Our target is to build the driver steering model based on 

transfer learning method, which is a regression problem and 
only acquire insufficient target driver’s driving data. So we 
proposed MBDA based on BDA to solve the regression 
problem. The model training procedure is similar to the 
procedure of LK/LC decision making model. The optimal 
model parameters are chosen by CVMS with  

{0,0.1,0.2,...,1.0}µ ∈ ,
{0.01,0.05,0.1,0.5,1,5,10,50,100}λ ∈ ， {3,4,5,6}K ∈ .  

Table III presents the prediction error for SWA between 
each two drivers. Model parameters chosen by CVMS in this 
experiment are 5K = , 0.2µ =  and 10λ = . As illustrated in 
fig.7, with 30M < , MBDA (TL) performs better than GMR 
(without TL), which presents the superiority of transfer 
learning. Only with sufficient data from target driver (M>30), 
GMR can achieve a relatively low error (0.2 deg) which 
surpass the MBDA (0.8 deg). Figure 8 shows the steering 
wheel angle generated in experiment 1 at Table III, the 
sufficient driver 1’s data and insufficient driver 2’s data are 
used to predict the SWA of driver 2 with M=10. In this 
experiment, the MBDA predict the SWA of driver 2 with 
lower error (RMSE) than GMR without transfer learning. 

The driver steering model have a good performance even 
when only few target driver’s driving data are used in training 
set. And with the increasing number of data from target driver 
used in model training process, the error of driver steering 
model decreased. Although the model using only GMR can 
achieve a very great performance with sufficient target 
driver’s driving data, the cost of data collection is high for an 
improvement of RMSE around 0.6 deg.  

V. CONCLUSION AND FUTURE WORK 
In this paper, a transfer learning based classification model 

is introduced and applied to model the driver’s LK/LC 
decision making in lane change scenario. Meanwhile, in order 
to solve the regression problem and predict the driver’s 

operation on steering wheel, the modified BDA is proposed. 
Both the marginal and conditional distribution is considered 
to minimize the difference between the distributions of 
different drivers and overcome the model gap between them. 
Cross validation based model selection method, CVMS, is 
developed to obtain the optimal model parameters, which 
provides a model selection method for TL based driver model. 
The experimental results based on simulated and naturalistic 
driving data indicate that TL based driver models perform 
better than traditional driver model (without transfer learning). 
The two TL-based driver models provide a new way to build 
the driver model with insufficient driving data, which has a 
great significance in reducing the cost of data collection. 

Our future works will focus on reducing the computation 
time and improving the model’s adaptation in complicated 
scenarios. 

 
Figure 7.  Comparision of prediction (Driver 1 to 2) result of two method at 

different M.  

 

TABLE III.  EXPERIMENTAL RESULTS FOR DRIVER STEERING MODEL 

 The Number of Target Samples 10 20 30 40 50 60 70 80 90 

1 Driver 1 to 2 
MBDA-GMR  0.95 0.98 0.79 0.81 0.74 0.79 0.73 0.86 0.79 

GMR  6.35 6.26 0.29 0.28 0.29 0.25 0.25 0.22 0.22 

2 Driver 1 to 3 
MBDA-GMR  1.85 1.63 1.21 1.19 1.15 1.30 1.17 1.08 1.06 

GMR  3.54 0.30 0.29 0.23 0.23 0.18 0.17 0.16 0.19 

3 Driver 2 to 1 
MBDA-GMR  1.12 1.03 0.97 1.00 1.00 0.94 1.00 0.92 0.91 

GMR  9.91 4.29 0.27 2.77 0.27 0.21 0.18 0.18 0.20 

4 Driver 2 to 3 
MBDA-GMR  1.11 1.01 0.96 0.92 0.79 0.95 0.83 0.79 0.82 

GMR  14.41 2.61 3.90 3.18 1.12 0.34 1.23 0.47 0.26 

5 Driver 3 to 1 
MBDA-GMR  0.60 0.51 0.61 0.47 0.50 0.49 0.39 0.50 0.46 

GMR 9.12 4.18 3.75 1.89 1.33 1.79 0.22 1.10 0.24 

6 Driver 3 to 2 
MBDA-GMR  17.58 5.11 5.30 2.61 5.40 2.37 1.22 2.10 0.27 

GMR  0.96 0.94 0.96 0.96 0.92 0.90 0.88 0.87 0.87 
 

199

Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on June 09,2025 at 10:33:23 UTC from IEEE Xplore.  Restrictions apply. 



  

Figure 8.  Result of prediction (Driver 1 to 2) at M=10.  
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